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The differential conditions are obtained which must be satisfied by the energy tensor of a null, source­
free electromagnetic field. At the same time a method is indicated of determining the electromagnetic 
field when the energy tensor satisfying the necessary conditions is given. 

1. INTRODUCTION 

GIVEN a symmetrical tensor field, Tpv' we ask 
ourselves two questions: (l) What are the con­

ditions that this could be the energy tensor of a 
source-free electromagnetic field? (2) If the conditions 
are satisfied, how can the electromagnetic field be 
determined? 

For the general case, when the electromagnetic 
field is not null, these questions have been answered 
by Rainich1 and later again by Misner and Wheeler. 2 

However, the case of a null electromagnetic field is 
substantially different, as pointed out by Witten,3 

and no answers have been given for this case. The 
purpose of this paper is to answer the questions for 
the case of a null field. In effect the two questions are 
considered together, the process of seeking the 
electromagnetic field giving the necessary conditions 
that it should exist. 

We assume the signature of the metric to be +, +, 
+, -. gpv is the metric tensor, and g is the determi­
nant Igpvl. Ordinary differentiation with respect to xP 

is indicated by a comma and covariant differentiation 
by a semicolon. 

1 G. Y. Rainich, Trans. Am. Math. Soc. 27,106 (1925). 
2 C. W. Misner and J. A. Wheeler, Ann. Phys. (Paris) 2, 525 

(1957). 
8 L. Witten, in Gravitation: An Introduction to Current Research, 

L. Witten, Ed., (John Wiley & Sons, Inc., New York, 1962). 
Chap. 9. 

fpv is the antisymmetric tensor describing the 
electromagnetic field, and its dual is defined as 

(1.1) 

where ePvaP is the numerical antisymmetric tensor of 
weight + 1. Thus 

*fpv = -t( - g)!Ylpvapf'zP, (1.2) 

where YlpvaP is the numerical antisymmetric tensor of 
weight -1. 

Two invariants can be formed from the tensor fpv, 

II = !fapfaP = -pfa/f
ap

, (1.3) 

12 = !fap*fap• (1.4) 

The electromagnetic energy tensor is 

Tpv = fpar: - !gp.fapfa
p 

= !(fpar: + *fpa *F.). (1.5) 

From (1.5) we find 

where 

T: = 0, (1.6) 

T Ta - 1 T TaP - 1 T2 pa v - <[gpv ap - <[gpv , (1.7) 

(1.8) 

Equations (1.6) and (1.7) are two algebraic conditions 
which must be satisfied by the tensor Tpv. The third 

667 

Copyright © 1967 by the American Institute of Physics 



                                                                                                                                    

668 P. C. BARTRUM 

algebraic condition is that in local Minkowski coordi­
nates at any point, T44 must be positive. In tensor 
form this may be written as 

Tapv"vP ~ 0, 

where v" is any timelike vector. 

2. THE NULL CASE 

(1.9) 

The electromagnetic field is said to be "null" when 
T = 0, i.e., when 

11 = 12 = 0. 

In this case (1.7) becomes 

and we may write 
T"aT~ = ° 

T"v = C"Cv' 

Thus (1.9) is automatically satisfied. 
By (1.6) it is seen that 

(2.1) 

(2.2) 

(2.3) 

Cae = 0, (2.4) 

i.e., C" is a null vector. It is completely determined 
by Eq. (2.3). The sign is immaterial. 

Let G" be any unit vector normal to C", Since it is 
normal to a null vector it must be spacelike, i.e., 
G .. G" = +1. The tensor 

f"v = C"Gv - CvG" (2.5) 

is a suitable tensor to use as an electromagnetic field 
tensor, for if we substitute in (1.5) it gives (2.3). The 
dual may be written as 

(2.6) 

where H" is a unit spacelike vector normal to C" and 
G". Other suitable tensors can be found by the duality 
rotation 

f~v = f"v cos IX + *f"v sin IX, (2.7) 

where IX is an invariant, but it is easily seen that this 
is equivalent to choosing new unit vectors 

G; = G" cos IX + H" sin IX, 

H; = H" cos IX - G" sin IX. 

3. DIFFERENTIAL CONDmONS 

(2.8) 

If f"v is of the form (2.5) the algebraic conditions 
(1.6) and (2.2) are satisfied. But f"v also has to satisfy 
the Maxwell equations for a source-free electromag­
netic field. These are 

f;; .. = 0, *f;;a = 0, 

which may also be written, respectively, 

*f"v; .. + *fv .. ;" + *f .. ,,;v = 0, 

fpv;a + fva;" + fa,,;v = 0. 

(3.1) 

(3.2) 

In terms of the vectors C", G", Hp , (3.1) gives 

C"G~a - G"C~a + GaC";,,, - eG,,;a = 0, (3.3) 

whence 

eCPGa;p = 0, G"'GPCa;p = C~" (3.4) 

with similar results for H". 
From (3.2) we get 

GiCa;v - Cv;a) + G.(C,,;a - Ca;,,) + Ga(Cv;" - C,,;v) 

+ CiGv;a - Ga;V> + C.(G .. ;" - G,,;a) 

+ Ca(G,,;v - Gv;,,) = 0. (3.5) 

Multiply by GaC" and we get, using (3.4), 

c,,; .. e = -C"C~"" (3.6) 

This may be written (OC");" = 0, whence Tf: = 0. 
This is the equation of conservation which, as is well 
known, derives from Maxwell's equations. Equation 
(3.6) also shows that the vector field C" defines a 
congruence of null geodesics. Equation (3.6) consists 
of three independent differential conditions on C", 
i.e., on T"v' 

Again, multiply (3.5) by ca and use (3.6), and we 
get 

C"[C"(Gv;,, - G,,;v) - GvC~,,] 

whence 
= Cv[C"(G,,;x - G,,;,,) - G"C~ .. ], 

C"(G";,, - Ga;,,) - G"C~" = AgC", (3.7) 

where Ag is some invariant. 
Similarly, we find 

C"(H,,;a - H";Il) - H"C~a = A"C", 

where A" is some invariant. 
Eliminate caG";",, between (3.3) and (3.7), we find 

Ga(CIl ;" + C";,, - 2gll"Cfp) = CiAg - G~a)' (3.8) 

Similarly, with H" for G" and A,. for Ag • 

4. CONDITIONS THAT (3.8) ARE CONSISTENT 

Write 

(4.1) 

and let ellV be the minor of E"v in the determinant 
IE"vl, so that 

Ea"eav = 6; IEapl. (4.2) 

Multiply (3.8) by e"V and we have 

GV IE"pl = (Ag - G~a)CpePv. 

Using (3.6) and (A2) of the Appendix, we find that 
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where J is an invariant. So that 

GV IEapl = (Ag - G~a)gJC. 

Multiply by Gv and we get 

IEapl = O. (4.3) 

This is another differential condition on CJl ' i.e., on 
Tl'v' We show that it is, effectively, two conditions. 

From (4.3) it follows that there must be a vector 
AJl such that 

Aa(CJl;a + Ca;Jl - 2gJlaCfp) = O. (4.4) 

We also have by (3.6) 

Ca(CJl;a + Ca;Jl + gJlaCfp) = O. (4.5) 

Now, consider the process of finding the principal 
directions and principal invariants determined by the 
tensor CJl;V + CV;Jl' 

We solve the equation 

ICJl;v + Cv.Jl - VgJlvl = 0 (4.6) 

for V, and find four roots VI' V2, V3, V4 • By (4.4) 
and (4.5) two of these roots are 

VI = 2C~a' V3 = -C~a, (4.7) 

and the corresponding vectors are AI' and CJl. The 
sum of the roots, VI + V2 + V3 + V4 , is equal to 
minus the coefficient of V3 in the expansion of (4.6). 
By (AI) in Appendix A this is 2qa' so that 

V 2 + V4 = C~a. 
From this point we assume that C~a ~ 0 in the 
domain considered. When C~ = 0 we have the .a 

"null-null" case which is considered separately in 
Sec. 10. 

The fact that the vector corresponding to V3 is a 
null vector leads to only one possibility, namely, 

VI = V 2 = 2C~a, V3 = V 4 = -C~a' (4.8) 

However, the elementary divisors corresponding to 
the pairs of roots may be simple or multiple. (See 
Eisenhart,4 pp. 111-112.) In the present case there 
are only two practical possibilities: (1) All the ele­
mentary divisors are simple, in which case VI = V2 

correspond to a pencil of vectors all of which satisfy 
(4.4), and V3 = V4 correspond to a pencil of vectors, 
all of which satisfy (4.5). The two pencils are normal 
to each other. (2) The elementary divisors are 
(V - VI), (V - V2), and (V - V3)2. In this case 
there is a pencil of vectors corresponding to VI = V2 

• L. P. Eisenhart, Riemannian Geometry, (Princeton University 
Press, Princeton, New Jersey, 1926). 

and satisfying (4.4), and a single null vector corre­
sponding to V3 = V4 and satisfying (4.5). This null 
vector is, of course, 0'. 

5. DETERMINATION OF AN ORTHONORMAL 
TETRAD 

Case 1,' Since C/J appears in the second pencil, the 
second pencil must consist of spacelike and timelike 
vectors. The first pencil must therefore consist of 
spacelike vectors. 

Let XJl and Y" be a pair of unit vectors in the second 
pencil, normal to each other, and suppose that X" is 
spacelike and Y" timelike. If we give suitable signs 
to X" and Y", we can arrange that 

X" - Y" = nC", (5.1) 

where n is an invariant. The other null vector in the 
pencil is then given by 

(5.2) 

The choice of invariant in (5.2) is made, for conven­
ience, so that 

(5.3) 

Although X" and Y" are to some extent arbitrary, the 
vector SJl is determined unambiguously. This must be 
so since there are only two null vectors in a pencil, 
while the magnitude and sign of S" are fixed by (5.3). 
The orientation of the pencil is determined by 

X"YV - XVY" = C"SV - CS". (5.4) 

We also have 

X"XV - Y"YV = CJlSV + CS". (5.5) 

In the first pencil we choose a pair of unit spacelike 
vectors normal to each other, A" and B", say. These 
are to some extent arbitrary, but the quantities 
A" Av + B"Bv are definite, while the quantities A"Bv -
AVB" , which determine the orientation of the pencil, 
are definite except for sign. We may fix the sign of the 
latter by the convention 

AJlBv - AvBJl = (- g)1-Y)JlvapXayP 

= (- g)iy)"vapcasp. (5.6) 

A" and BJl are arbitrary to the extent that they may 
be replaced by 

A: = A" cos IX + B/J sin IX, 

B; = B" cos IX - A" sin IX, 
(5.7) 

where IX is any invariant. If there is any difficulty in 
finding such a pair, they can be determined by 
choosing any spacelike vector zJl not in the pencil of 
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Cp and 81" i.e., linearly independent of Cp and 81" 
We may then take 

AI' = (-g)t"l)papyzaCP8Y[z£z£ - 2(z£C£)(zP8p)rt , 
(5.8) 

Bp = -( - g)t"l)papyAIZCP8Y. 

Case 2: The pencil of vectors is normal to CP, and 
they are therefore spacelike. We take any pair of unit 
vectors AI' and Bp in this pencil, normal to each other. 
There is a pencil of vectors normal to the former 
pencil, of which CI-' is one of the null vectors. Let 81' 
be the other null vector in this second pencil. Then we 
may define pairs of unit vectors XI' and Yp normal to 
each other in this pencil by (5.1) and (5.2). As in 
Case I we fix the relative signs of AI' and Bp by the 
convention (5.6). 

Cases 1 and 2: We now treat the two cases together. 
The unit vectors AIt, BP, XI', and Yp form an ortho­
normal tetrad of which Yp is the timelike member. 
Hence by (BI) in Appendix B we have 

gp. = AIlA• + BIlB• + XIlX, - YIlY. 

= ApA, + BIlB. + CIlS, + C'SIl ' (5.9) 

We may also write 

Cp;" + C';1l = 2(AIlA" + BIlB.)C~1Z 
- (XIlX, - YI-'Y,.)C~IZ + qCIlC. 

= 2(AILA. + BIlB.)C~1Z 
- (CpS. + C"SIl)C~1Z + qCIlC., (5.10) 

where q is an invariant which vanishes in Case 1. 
It is seen that Case 2 is slightly more general than 

Case 1. In fact, Case 1 corresponds to Case 2 with 
q = O. 

Eliminate (AIlA" + BIlB,,) between (5.9) and (5.10) 
and we get 

Ep. == CIl;' + C';1l - 2gll'C~", 
= -3(CILS. + C.SIl)C~1Z + qCIlC., (5.11) 

whence we deduce 

C"EIl• - CIlE." - C.EIl" = (6S"C~1Z - qC,,)CIlC •. 
(5.12) 

Finally, eliminating Sp, we have 

C.1.C"Ellv + CIlC.EM = C.1.CIlE." + C.C"E.1.Il' (5.13) 

These equations are in terms of Cp and its deriva­
tives only, and therefore give necessary differential 
conditions which must be satisfied by Cil in order that 
(3.8) should be consistent. A fortiori they are differen­
tial equations which must be satisfied by Tpv. 

We also deduce from (5.11) 

EpaE~ = -3C~iEp. + qCpC.). (5.14) 

81' and q may be determined in terms of Cp as follows. 
Provided (5.13) holds we may determine from (5.12) 
the vector 

R" == 68"C~1Z - qC". (5.15) 
We then have 

q = -RIZRIZ/12Cfp, 

Sp = (RIL + qCIl)/6C~",. 
(5.16) 

If q = 0 a further condition is satisfied by CIl ' for by 
(5.14) we then have 

EIl",E~ = -3C~",Ew (5.17) 

It is found that (5.13) consists of 30 different equa­
tions of which 10 are identities. Of the remaining 
20 only five are independent. Equation (5.14) provides 
no further conditions except when q = 0, and then 
provides one further condition equivalent to q = O. 
But this is not a necessary condition. The three con­
ditions (3.6) are deducible from (5.13), so that (5.13) 
effectively contains two more conditions not contained 
in (3.6). This at first is surprising in view of the fact 
that the additional two conditions must be equivalent 
to (4.3). The fact is that by virtue of (3.6) I Epvl reduces 
to the form 

IEIl.1 = _g(C~",)2(P2 + Q2). 

Thus if C~'" :;l: 0 we must have P = 0, Q = 0, i.e., 
two conditions. 

6. FORM OF Gp AND Hil 

If conditions (5.13) are satisfied, then Eqs. (3.8) are 
satisfied by any vector GIL normal to Cil' 

Any vector normal to Cil must be of the form 

GIL = A" cos () + Bil sin () + pgCIl ' (6.1) 

where () and pg are invariants. pg clearly has no 
significance, since it disappears in the expression 
CpG. - C.GIl . Substituting (6.1) in (3.8) and using 
(5.11), we find that (3.8) is satisfied provided 

Ag = G~", - 3pgC~",. 

This in effect fixes Ag which is otherwise undetermined. 
Similar results hold for HI' which may be written 

H" = B" cos () - A" sin () + hC". (6.2) 

It does not follow that GIL and Hil satisfy the 
differential equations (3.3) and its pair. We look at 
this further in Sec. 8 and find that, provided certain 
integrability conditions are satisfied, (3.3) and its pair 
in general determine () to within a constant. First of 
all we deduce some required formulas in Sec. 7. 
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Let 

7. MISCELLANEOUS FORMULAS 

The Invariant N 

then we find 

-( - g)tY)pvpaCpza = Cp.Cv;pCP - Cv.Cp;pCP 

= 0 by (3.6). 

Thus cPzv = cvzp so that zp = NCP, where N is an 
invariant. Thus we have the important result 

(-g)-t£"apycacp;y = NCP. (7.1) 

In what follows we make considerable use of the 
orthonormal tetrad, Ap, Bp, Xp , Yp or rather the 
equivalent set of vectors Ap, Bp, CP ' Sp. 

The Form of Cp;v - Cv;p 

If we express Cp;v - Cv;" in terms of its six tetradic 
components [see Appendix, (B3)), we find that by 
virtue of (3.6) and (7.1) two of these components vanish 
and we are left with 

Cp;v - Cv;p = N(ApBv - AvBp) - C~iCpSv - CvSp) 

+ p(CpAv - CvAp) + ()'(CpBv - CvB,,), 

(7.2) 
or, equivalently 

( _ g)-t£Pvapca;p 

= N(CPSV - CSP) + C~iAPBv - AVBP) 

+ p(CPBV 
- CB") - ()'(CI'AV - CAP). 

(7.3) 

p and ()' are invariants which depend on the choice of 
Ap and Bp, but (p2 + ()'2) is independent of the choice, 
and depends only on Cp • 

By (5.11) and (7.2) we may now write Cp;v in terms 
of the tetrad and invariants: 

Cp;v = qigpv - 2CpSv - CvSp) + tN(ApBv - AvBp) 

+ ip(CpAv - CvAp) + l()'(CpBv - CvBp) + tqCpCv' 

(7.4) 
From (7.4) we deduce 

Differentiate (7.1), and we get 

(NCP) - ( )-t "aPyc C + ( )-t paPyc C ;p - -g £ a;p p;y -g £ a P;Y;I" 

The second term on the right-hand side vanishes by 
the properties of the Riemann tensor. Using (7.6) we 
get 

whence 

(7.7) 
It follows that 

(7.8) 

so that Nt is proportional to the "density of rays" in 
the congruence of null geodesics defined by Cp • We 
also find, by (7.7) and (3.6), 

ca(N-iCP);a = O. (7.9) 

These are the conditions for a "geodesic congruence" 
in their canonical form. 

Formulas Involving A";,,, B";,, 

Differentiate (5.9) covariantly with respect to x" 
and multiply by AV, we get 

A";,, = -Bp.AaBa;" - Cp.Aasa;" - S".Aaca;". (7.10) 

Similarly, 

B";,, =Ap.AaBa;" - Cp.Basa;" - Sp.Baca;". (7.11) 

By (7.10) and (7.11) and using (5.6) we deduce 

A~pBa;v - A~Ba;p 

= (AaBil - APBa)(ca;pSp;v - Ca;vSp;p) 

= -( -grt£apY·CyS.(Ca;pSp;v - Ca;vSp;,,). (7.12) 

8. THE DETERMINATION OF () 

Having chosen a specific pair of unit spacelike 
vectors Ap and Bp normal to each other and satisfying 
(4.4), we take Gp and Hp to be the expressions (6.1) 
and (6.2), and substitute in (3.3) and its pair. We get 

(CPAa - caAP);a + (CPBa - caBP)O.a = 0, (8.1) 

(C"Ba - CaB");a - (CPAa - CaAP)O.a = O. (8.2) 

Multiply (8.1) in turn by Bp and SP' we get 

C~pCfa = 3(C~a)2 - iN2
, 

qpc~; = 2(C~ayi + tN 2
• 

(7.5) cae.a = BiCPAa - CaAP);a = AaBPCP;a - CaBPAP;a 

These give N2 explicitly in terms of Cp • 

Further Properties of N 

By (7.2) and (7.3) we find 

(- grt£PVAaCp;vC;.;" = 2NC;~. 

= -tN + ca· APBP;a by (7.4), (8.3) 

Bae.a = -SiCPAa - CaAP);a 

= -A~a - AaSPCp;a + CaSPAP;a 

= -p + Ba
• APBp;a' (8.4) 

(7.6) using (7.10) and (7.4). Similarly, multiply (8.2) in 
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turn by A" and S,,' we get (8.3) again, and as in (8.4) 
we find 

AlZe. 1Z = a + AIZ • APBp;IZ' (8.5) 

By Appendix (B3) we may write 

e." = (AlZe)A" + (BlZe.IZ)B" + (XlZe,a)X" - (yae)y" 

= (Aae,a)A" + (Bae,a)B" + (c«e,a)S" + (SlZe.a)C". 
(8.6) 

Substituting (8.3), (8.4), and (8.5) in (8.6), we get 

e,,, = (AP A" + BPB,,)A aBa;p + aA" - pB" 

- (!N - C«APBp;a)S" + (saO,a)C" 

= AaBa;" + aA" - pB" - !NS" 

+ c,.(sae.a - saAPBP;a), using (5.9). (8.7) 

sae,a is undetermined, and we may therefore write 

(8.8) 

where w is an undetermined invariant. Using (7.3) 
we may write (8.7) in the form 

e,,, = L" == AaBa;" - (- g)*Y)"apysacp;y 

+ !NS" + wC". (8.9) 

This gives e to' within a constant provided the right­
hand side is integrable. The conditions of integrability 
are L,,;v = L.;". Carrying out this operation and using 
(7.12), we may write the conditions wholly in terms of 
C", S,,' N, and w: 

K"v == (Ca;"Sp;v - Ca;vSp;" + !Rap"v)( - g)-*Eap},£CyS. 

- (- g)*Y)"vIZP(ca;PS' + CP;,sa + c;asP);. 

+ !(NS,,);v - !(NSv);" 

(8.10) 

The invariant w in (8.10) is undetermined. In fact, 
the six equations (8.10) may be regarded as one to 
determine wand five conditions of integrability. 
Denote the left-hand side of (8.10) by K"v' We may 
eliminate w,,, from (8.10) and obtain 

!( - g)-*E"apYCaKpy = w( - g) -*E"apycacp;y 

= wNC" by (7.1). (8.11) 

These are three independent equations. If N =;1= 0 they 
may be regarded as one to determine wand two con­
ditions of integrability. If these are satisfied and we 
substitute this value of w in (8.10), we then have 
three more conditions of integrability. Whichever way 
we look at it, there are five conditions of integrability. 
These, together with the five conditions contained in 
(5.13), give ten differential conditions to be satisfied by 

the energy tensor T "V in order that it should represent 
a source-free electromagnetic field. 

If these ten conditions are satisfied, e,,, is deter­
mined from (8.9), and e is determined to within an 
arbitrary constant, except in a special case considered 
in Sec. 9. We note that e,,, depends on the choice of 
A" and B". This is because e is measured against the 
fields of A" and B". A transformation of A" and B" 
of the form (5.7) simply has the effect of subtracting 
the invariant angle IX from e. On the other hand, the 
conditions of integrability are independent of the 
choice of A" and B" as they should be. By (2.5) and 
(6.1) the electromagnetic field is then given by 

f"v = (C"Av - CvA,,) cos e + (C"Bv - CvB,,) sin e. 
(8.12) 

9. SPECIAL CASE 

It may happen that C" has the property that an 
invariant a exists such that 

aC" = E,,,, (9.1) 

where E is an invariant. Then ka can be added to w, 
where k is any constant, without affecting the con­
ditions (8.10). In this case a more general solution of 
(8.9) exists, namely, 

e:" = e,,, + kaC" = e." + h,,,, 
ef = e + h. 

By (9.1) we have 
(aC,,);v = (aC.);", 

whence 

(9.2) 

C,,;v - Cv;" = Cv(log a)." - C" (log a).v' 

Comparing this with (7.2), we see that a necessary 
condition that C" should have this property is that 

N=O. (9.3) 

In effect, this special case means that the solution 
of (8.10) for w, if it exists, is of the form 

w =·Wo + ka, (9.4) 

where Wo and a are invariants and k is any constant. 
As we have seen, this can only happen when N = O. 

10. THE NULL-NULL CASE 

In this case, throughout the domain considered, 

(3.6) now becomes 
C~'" = O. (10.1) 

(10.2) 
whence 

(3.8) becomes 
(10.3) 

G"'(C,,;a + C"';,,) = C,,(A'II - G~). (10.4) 
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In order to satisfy these conditions it is necessary and 
sufficient that CJl;v + C";Jl can be written in the form 

EJlv = CJl;v + CV;Jl = m(CJlAv + CvAJl), (10.5) 

where AJl is a unit vector normal to CJl and is therefore 
spacelike, and m is an invariant. 

It is seen that if (10.5) holds then (5.13) is satisfied, 
and therefore the conditions (5.13) cover the null-null 
case. 

As before, we introduce vectors AJl , BJl , SJl' AJl is 
already to hand in (10.5) as one member. BJl and S" 
may be obtained in terms of an arbitrary vector field 
Y" not normal to C,,; thus 

B" = (Cy.)-l( - g)-teJlaPYAaCpYy, (10.6) 

SJl = (Cy.)-l[yJl _ (yaAa)AJl 

+ HyYCy)-1{(yaAa)2 - yaya}CJl]. (10.7) 

We then have, as before, 

AaBa = AaCa = BaCa = AaSa = BaSa = 0, 
CaCa = SaSa = 0, AaAa = BaBa = saCa = 1. 

Equations (5.6) and (5.9) hold for these vectors. B" 
and SJl are arbitrary to the extent that they can be 
replaced by 

B~ = B" + rC", 

S~ = SJl - rBJl - i r2CJl , 
(10.8) 

where r is any invariant. Proceeding as before, we 
find 

C,,;v - Cv;" = N(AJlBv - AvBJl) + p(CJlAv - CvAJl) 

+ a(C"Bv - CvBJl), (10.9) 

(- g)-teJlvapca;p = N(CJlSV - CSJl) + p(CJlBV 
- CB") 

- a(C"AV - CAJl). (10.10) 
If we make a transformation of the form (10.8), we 
find that a is independent of the choice of B", while 
p transforms according to 

p' = p + rN. (10.11) 

As before, we write 

G" = A" cos () + B" sin () + PUCJl' 

H" = BJl cos () - AJl sin () + PI'CJl , 

and find that 

(),Jl = AaSa;Jl + aAJl - pBJl - tNSJl + wC", (10.12) 
where w is an undetermined invariant. 

We are thus led to conditions which are formally 
the same as in the general null case, but in the present 
case S" and BJl are to some extent arbitrary, so that 
it would appear that the conditions of integrability, 
in the form (8.10), are of no real value. 

However, by performing the transformations (10.8) 
and (10.11), it can easily be seen that ().Jl given by 

(10.12) is independent of our choice of BJl' That this 
must be so can be seen from the fact that, by (8.1) 
and (8.2), (),Jl depends only on the quantities 

C"AV - CVA" and CJlBV 
- CVB", 

which in this case are quite definite. 
It follows that the values of ()'''' given by (10.12) 

and the integrability conditions (8.10), are indepen­
dent of the choice of B", and therefore of SJl' It ap­
pears necessary to introduce these quantities in order 
to solve the equations and to express the necessary 
conditions of integrability. 

A specific example of the null-null case is given by 
Witten3 (see p. 395), from Peres. 5 

11. GRAVITATIONAL EQUATIONS 

So far we have made no use of the relativity gravita­
tional equations which may be written 

R"v - 19"vR - Ag"v = -yTJlV' (ILl) 
where RJlv is the Ricci tensor derived from the Riemann 
tensor [Ref. 4, Eq. (8.14)]. Y is a constant depending 
on the units used, and A is the cosmological constant. 

Contracting, we have in the present case, since 
T:= 0, 

R + 4.1. = 0, 
therefore 

R"v + Ag"v = -yT"v' 
Thus in the null case, by (2.3), 

(11.2) 

(11.3) 

R/lv = -yCJlCV - Agw (11.4) 

Differentiate (3.6) and we get, after re-arrangement, 

cacPRpJlav + CaCJl;v;a + CJlC~a;v 
+ C,,;aC~v + C,,;vC~a = O. 

Multiply by gJlv, the first term vanishes by (11.4) 
leaving 

2ca(C~P),a + (C~a)2 + C~C~p = O. (11.5) 
By (7.5) this gives 

N 2 = 8(C~a)2 + 4ca(C~p),a. (11.6) 
It follows that, when qa = 0 throughout any 

domain, then N = O. Hence in the null-null case, if 
the gravitational equations are assumed to hold, N 
is always zero. This makes no difference to the results 
already obtained except that a few terms vanish. 

12. SUMMARY 

We first test whether TJlv can be the energy 
of a null, source-free, electromagnetic field. 

Algebraic Conditions 

T: = 0, 

TJlaT~ = O. 
5 A. Peres, Phys. Rev. 118, 1105 (1960). 

tensor 

(1.6) 

(2.2) 
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If these hold we may write 

T!'v = C!,Cv' 

This defines C!" which is a null vector. 

Differential Conditions 
Let 

(2.3) 

E!'v == C!':v + Cv;!' - 2g!'vC~a' (4.1) 

Then we must have 

C).CaE!,v + C!,CvEM = C).C!,Eva + CvCaEA!" (5.13) 

These consist of five independent conditions. If these 
conditions are satisfied, we can find the invariant, N, 
defined by the equation 

NC!' = (- g)-ie!'aPYCaCp;y, (7.1) 

Case 1. When C~a ~ 0 Over the Domain is Considered 

If the conditions (5.13) are satisfied, we define a 
vector Ra by the equation 

RaC!,Cv = CaE!,v - C!,Eva - CvE!'a' (5.12), (5.15) 

From Ra we find 

q = -RaR
aJ12Cfp, 

S!' = (R!, + qC!')/6C~a. (5.16) 

S!' is a null vector, depending only on C!, and its 
derivatives. saCa = 1. 

Case Il. When 0 = 0 Over the Domain is Considered ,a 

We may write 

E!'v = m(C!,Av + CvA!,), (10.5) 

where A!, is a unit spacelike vector. This determines 
A!'. The sign is immaterial. 

We find two other vectors B!, and S!' by the method 
of (10.6) and (10.7). These can perhaps be simplified 
by a transformation of the form (IO.S). 

Cases I and II 

The following integrability conditi(!)ns must now be 
satisfied: 

(Ca;ILSp;V - Ca;vSP:1L + tRaPlLv)( - g)-!ea/lY<CyS. 
- (- g)iY)lLvap(ca;PS' + cP;,sa + c;asp);< 

+ l(NS!,);v - t(NSv);!, = (wC!,);v - (wCv);IL' 

(8.10) 

These are effectively five conditions and an equation 
to determine the invariant w. 

Electromagnetic Field with Above Conditions Satisfied 

Case 1. When C~ ~ 0 ,a 

We choose two spacelike unit vectors AIL and B!, 
normal to each other and normal to CIL and Sp. These 

can be found by the method of (5.S) and perhaps 
simplified by a transformation of the form (5.7). 

Case Il. When C~a = 0 

In this case AI' and BIL have already been determined. 

Cases I and II 

e is now determined to within a constant (and 
sometimes more generally, depending on the deter­
mination of w) from the equation 

e. p = A" Sa;p - (- g)iY)papysacP;y + iNS!' + wCp' 

(8.9) 
which is known to be integrable. The electromagnetic 
field is then given by 

fpv = (CpAv - CvAp) cos e + (CILBv - CvBp) sin e. 
(S.12) 

The electromagnetic field is indeterminate to the 
extent that e can always have an added constant 
and in some cases may be even more general. 

APPENDIX A 

Let L'; be any mixed tensor in four dimensions. 
Then the determinant IL';I is given by 

24IL.:1 = /JaPY'LALPLvLP 
~ A!'VP a P Y • 

= -6L!LJL:L~a + SL:'LJL:L'/ 

- 6(L~a)~L'JL'f + 3(L'!Lp)2 + (L:)4. (AI) 

Let the minor of L·v in the determinant be I p. Then 
I' .v 

we find 

Wv = b~[2L!L1Lj.a - 3L~~LilL'~ + (L~a)3] 
- 6L:L!Lt + 6L:L!Lt 

- 3L;!'[L!LjJa - (L~a)2]. (A2) 

APPENDIX B 

For formulas concerning the orthonormal tetrad, 
see Eisenhart, Ref. 4, Chap. 3. 

Denote the tetrad by Ailp , i = 1, 2, 3, 4. A41p is the 
timelike member of the tetrad. 

hn = h22 = h33 = 1, h44 = -1, 
hij = 0 if i ~j; (B1) 

Ai I aAjfa = hij' hijAi/pAjfv = g!'v' 

The tetradic components of tensors T I' and T!'v are 

(B2) 
Then 

Tp = hiaAa/p.!i, 

Tpv = hiahjbAalpAb/v.tij. 
(B3) 

The summation convention holds for repeated Latin 
suffixes. 



                                                                                                                                    

JOURNAL OF MATHEMATICAL PHYSICS VOLUME 8, NUMBER 4 APRIL 1967 

Relation of the 0(2,1) Partial-Wave Expansion to the Regge Representation 
J. F. BOYCE· 
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(Received 16 May 1966) 

The general two-particle scattering amplitude is expanded in terms of partial waves corresponding 
to the crossed channel little group, 0(2, 1). Under the assumption of square integrability over the group 
manifold, the invariance of the S matrix under the complex Lorentz group, which follows from the 
Bargmann-Hall-Wightmann theorem, enables this expa~sion to be identified with the Regge representa­
tion in the crossed channel, whenever no dynamical singularities occur to the right of Re j = -1. The 
identification requires the assumption of the fixed t dispersion relation necessary for the definition of 
the Regge representation. 

1. INTRODUCTION 

D VE to the crossing symmetry of the S matrix the 
two-particle scattering amplitude may be ex­

pressed in terms of two-particle helicity states which 
correspond to one incoming and one outgoing 
particle. The spacelike character of the total momen­
tum of such a state permits its expansion in terms of 
eigenstates of the little group, 0(2, 1), maintaining, 
however, the reality of the masses of the component 
single-particle states. This expansion in turn enables 
the amplitude to be expanded in terms of the irre­
ducible unitary representations of 0(2, 1), a subset of 
which forms a complete set for the expansion of any 
function which is square integrable over the group 
manifold. The manner of making the expansion which 
is adopted below is due to Dr. J. A. Strathdee, as is 
also the tenor of the approach. 

The invariance of the S matrix under the complex 
Lorentz group enables this restricted expansion to be 
identified with the Regge continuation of the crossed 
channel 0(3) partial-wave expansion, subject to the 
condition that the partial-wave amplitudes have no 
dynamical singularities to the right of Re j = - t. 

The chief results are the identification of the 
principal series of 0(2, 1) representations with the 
background integral of the Regge continuation, and 
the discrete series with the nonsense channel terms, 
which for 0(2, 1) are perfectly natural contributions. 

The major assumptions are the square integrability 
of the amplitude over the group manifold and the 
absence of dynamical singularities to the right of 
Re j = - t in the physical region of the s channel, 
together with the fixed t dispersion relation necessary 
for the definition of the Regge continuation of the 
amplitude. 

We have tried to alleviate the complication due to 
spin and the presence of exchange forces by presenting 
the essential framework of the paper in Sec. 2. A 

• Permanent address: Imperial College, London, England. 

summary of the crossed channel 0(3) expansion in 
Sec. 3 precedes the definition of 0(2, 1) helicity states 
in Sec. 4 and the expansion of the S matrix in terms of 
them in Sec. 5. The analytic continuation in Sec. 6 
enables its identification with the 0(3) expansion of 
Sec. 3. 

This work may be regarded as the continuation of an 
enquiry suggested by JOOSI and is complementary to 
recent works by Toller,2 Hadjioannou,3 and Roffman.' 
It draws heavily upon the properties of the repre­
sentations of SL(2, R) which have been established 
by Andrews and Gunson.5 

2. CENTER-OF-MASS AND BRICK-WALL 
FRAMES 

The invariance of the S matrix under the Poincare 
group f!JJ enables the scattering amplitude to be 
expanded in terms of its unitary irreducible repre­
sentations. The usual partial-wave expansion is 
based upon the representations of the little group 
0(3), which corresponds to positive definite eigen­
values of the Casimir operator p2 of f!JJ. The general 
two-particle transition amplitude 

<PIAl,bA2\ T(s, t) IPaAa'P4A4)' 
for the process represented in Fig. 1, is expanded by 
transforming to the center-of-mass frame, in which 
(PI + P2) is along the time axis; and by basing the 
definition of the scattering amplitude on the single 
particle helicity state 

where 
IpA) = U(L1}) IA), (2.1) 

P = m(cosh y, sinh y sin () cos cp, 
sinh y sin () sin cp, sinh y cos (), 

U(L1}) = exp (-icpJ12) exp (-i()J31) exp (-iyJoa), 

1 H. Joos, in Lectures in Theoretical Physics (University of Colo­
rado, Boulder, 1964), VoL 7A. 

2 M. Toller, Nuovo Cimento 37, 631 (1965); Istituto di Fisica 
"G. Marconi", Note Interne 76 and 84. 

3 F. T. Hadjioannou, Nuovo Cimento 44A, 185 (1966). 
, E. H. Roffman, Phys. Rev. Letters 16, 210 (1966). 
• M. Andrews and J. Gunson, J. Math. Phys. 5, 1391 (1964). 
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FIG. 1. General two-particle 
scattering. 

and IA) corresponds to a single particle of mass m at 
rest, having spin s with z component A. 

However. it is also possible to expand the amplitude 
in terms of representations which are based on the 
little group 0(2. 1),6 which corresponds to negative 
definite eigenvalues of P2. 

This is achieved by transforming to the brick-wall 
frame, in which (PI - Pa) is along the z axis, and by 
basing the amplitude upon the helicity states IpA)'. 
which are appropriate to the 0(2, 1) group, these 
being defined by 

(2.2) 
where 

P = m(cosh 0( cosh (3, cosh 0( sinh (3 cos cp, 

Hence we may establish two equivalent representa­
tions for the general amplitude 

(PIAl. b A21 T(s, t) /PsAs , p,A,) 

= (PIAl' b A21 U-l( I:l)T(s. t)U( 1:1) IPaAa, P4A4) 

= (PIAl' P2A21 U-l( 1:2)T(s, t)U( 1:2) /PaAa. P4A4), 

(2.4) 

where 1:1 is the Lorentz transformation to the center­
of-mass frame. (PI + b) along the time axis, and 1:2 
is the transformation to the brick-wall frame, (PI - Pa) 
along the z axis. The subsequent expansions of the 
amplitudes are in terms of the center-of-mass angle e. 
a function of the momentum transfer t, and a corre­
sponding hyperbolic angle (3, which is a function of s. 

The individual vectors may be expressed as follows; 
for the center-of-mass frame, denoting the vectors 
byq, 

ql = m1(cosh ;11' sinh ;II sin fJ, 0. sinh ;II cos fJ), 
q2 = m2(cosh ;12' sinh ;12 sin (J, 0, sinh ;12 cos (J). 

qa = ma(cosh ;la. 0, 0. sinh ;la ). 

q, = mlcosh ;I" 0, 0. sinh ;14 ). 
(2.5) 

with 

and 
cosh 0( sinh (3 sin cp, sinh O() ml sinh ;II + m2 sinh;l2 = ma sinh ;la + m4 sinh ;14 = 0, 

U(L;) = exp (-icpJ12) exp (-i(3JOl) exp (- iO(Joa). 

The significance of this definition is that J12 and JOI 

are both generators of the relevant 0(2. 1) group. 
Since Ll' and L~ both transform the vector 

ft = (m, Q) into the same vector P it follows that 

(L;)-ILl'P = P 
and consequently that Sl' = (L~)-ILl' is a pure 0(3) 
rotation. 

Therefore, the 0(3) and 0(2, 1) helicity states may 
be simply related by 

IpA) = ! /PIt)'(ltl Sl' IA), (2.3) 
/l 

where the summation is over the states of the irre­
ducible representation of SU(2) which is characterized 
by the spin s of the particle, and by using a specific 
representation for the generators it may be shown that 

S l' = exp ( - i0Ja1), 

where 

cos 0 = cosh (3 cos e 
= sinh 0( cosh (3{sinh2 0( cosh2 (3 + sinh2 (3}-i. 

• The representations of SU(1, I) are in (2, 1) correspondence with 
the representation of 0(2, 1), which is locally isomorphic to 
SL(2, R). See A. Moussa and R. Stora, in Lectures in Theoretical 
Physics (University of Colorado, Boulder, 1964), Vol. 7A. 

(2.6) 
while for the brick-wall frame 

PI = ml(cosh 0(1 cosh (3, cosh 0(1 sinh (3. 0, sinh 0(1)' 

P2 = m2( cosh 0(2, 0, 0, sinh 0(2)' 

Pa = ma(cosh O(a cosh (3, cosh O(a sinh (3. 0, sinh O(a), 

p, = mlcosh 0(4' 0, 0, sinh 0(,), 

(2.7) 
with 

ml cosh 0(1 - ma cosh O(s = m4 cosh 0(4 - m2 cosh 0(2 = 0. 

(2.8) 

All of the components of the vectors are uniquely 
determined by the values of sand t. This enables the 
angles to be interrelated by 

9(s, t) = i(3(t, s) 
and 

;ll(S, t) = O(l(t, s) - thT; ;l2(S. t) = O(s(t. s) - ti17; 

;la(S, t) = 0(2(t, s) - !i17; ;lb, t) = O(it, s) - ii17, 

(2.9) 

where O(t, s) means the value obtained from O(s. t) by 
interchanging sand t. These somewhat curious 
relations are indicative of the nature of the 0(2, 1) 
expansion which, although performed in the physical 
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region of the s channel, is essentially in terms of t 
channel variables, viz., t channel partial waves. Thus, 
although ot(s, t) is real for the physical region of the s 
channel, ot(t, s) is complex in this region. The relations 
indicate that the 0(2, 1) expansion is related to the 
continuation of the 0(3) expansion in the crossed 
channel at values of the parameters which correspond 
to the physical region of the direct channel. This, we 
see below, is simply the Regge continuation by means 
of the Sommerfeld-Watson transformation. 

Since use has been made of the analyticity of the 
S matrix in order to continue from one channel to 
another it is not possible to connect the frames in 
which the expansions are to be made by a real Lorentz 
transformation. However, they may be related by a 
complex Lorentz transformation, while the amplitudes 
may be related by using the Bargmann-Hall-Wight­
mann theorem.? 

The choice of variables appropriate to the center-of­
mass frame of the t channel, viz., (PI - Ps) along the 
t axis, is 

ql = -ml(cosh Yl' sinh Yl sin (), 0, sinh Yl cos (), 

qz = mz(cosh Yz, 0, 0, sinh Yz ), 

qa = ms(cosh Ya, sinh Ya sin (), 0, sinh Ya cos (), 

q, = -micosh y" 0, 0, sinh y, ), 

(2.10) 
with 

ml sinh Yl + ma sinh Ya = mz sinh Y2 + m, sinh y, = 0. 
(2.11) 

As might be anticipated, the Lorentz transformation 
from the t channel center-of-mass frame, (PI - Pa) 
along the t axis, to the s channel brick-wall frame, 
(PI - Pa) along the z axis, is that rotation which 
transforms a unit vector along the time axis into a 
unit vector along the z axis, while preserving its length. 
This may be verified explicitly by using the identity 
of sand t for both frames to interrelate the angular 
coordinates of the two systems, viz., 

and in consequence 
P = Rq, (2.13) 

where R = exp (!1TJoa) is the required rotation, while 
in addition 

L1J = RL~ (2.14) 
and 

L~ = RLq , 

(p, q) denoting any corresponding pair of PI, ... ,p,; 
ql, ... ,q,. 

From the Bargmann-Hall-Wightmann theorem,? 
given an amplitude which satisfies: 

(1) Under the real Lorentz transformation A(A), 
corresponding to the element A of SL(2, C), viz., 
(A, A+) of SL(2, C) ® SL(2, C), the amplitude trans­
forms as 

(PIAl' pzAzl M(s, t) IPaA3' p,A,) 

= j)(SlO) t(A)~!j)(.'O) t(A)~:j)(saO)(A)~:j)(840)(A)~! 

x (Ap1ftl' Apz,uzl M(s, t) 1 APs,ua , Ap4I-',), 

where j)(sO) is a representation of SL(2, C). 
(2) Holomorphic in the tube 'fJj E V+, where 

Pi = ~j - 'fJ;, j = 1, ... ,4, and V+ is the set of all 
four vectors P which satisfy p2 > 0, Po > 0. Then the 
amplitude has a single-valued analytic continuation 
which transforms as above, but where A is now the 
complex Lorentz transformation which corresponds 
to the element (A, B) of SL(2, C) ® SL(2, C). 

The above amplitude may be identified with the 
M function which corresponds to the transition 
amplitude under consideration. Explicitly 

(PIAl' pzA2 1 M(s, t) '1 PaAa, p,A,) 
= j)(slO)(L )1I1j)(sIO)(L )1I.~(saO) t(L »).aj)(s,O) teL »)., 

111 A1 111 A. 1Ja 113 1J, 114 

X (P1ftl' P2ft21 T(s, t) IpaPl!' P4I-',). 

This enables a single-valued analytic continuation of 
the tran~ition amplitude to be defined? which, under 
the complex Lorentz transformation, A = R = 
exp (!1TJoa), transforms as 

(3(s, t) = i()(s, t), (2.12) (PIAl' P2A21 T(s, t) IPaAa, p,A,) 
i.e., 

, = cosh (3 = cos () = z 
with 

Yl(S, t) = otl(S, t) + !i1T; Y2(S, t) = ot2(s, t) - !i1T; 

Ya(s, t) = ota(s, t) - li1T; yb, t) = otb, t) + li1T, 

7 R. F. Streater and A. S. Wightmann, peT, Spin and Statistics and 
all that (W. A. Benjamin Inc., New York, 1964), Theorem (2.11). 
H. P. Stapp, Phys. Rev. 115,2139 (1962); I. J. Muzinich, J. Math. 
Phys. 5, 1481 (1964). The same analysis applies to the crossing 
relation between the s channel Breit frame and t channel barycentric 
frame as that between the sand t channel barycentric frames 
considered by Muzinich. 

= j)Sl t( W )l'l~SI t( w: )1I2~.a( w: )A3~"( W )A' 1 A1 2 A2 a 113 , II, 

X (q1ftl, q2ft21 T(s, t) Iqa,ua, q4l-',), (2.15) 
where 

W1J = (LR-,1J)-lR-lL 1J = (Lq)-lR-lL 1J 
= (L;)-lL1J = S1J' (2.16) 

and therefore may be identified with the spin rotation 
which entered into the definition of the 0(2, 1) 
helicity states, Eq. (2.3). 

Hence the general amplitude may be transformed to 
the s channel brick-wall system, (PI - pa) along the 
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z axis, which may then either be expressed in terms of 
0(2, 1) helicity states and expanded in terms of 0(2, 1) 
representations, or be subjected to the complex 
rotation R = exp (t7TJoa) which transforms it to the 
t channel center-of-mass system, (PI - Pa) along the 
t axis, and then expanded in terms of 0(3) repre­
sentations, i.e., the amplitude in the brick-wall 
frame is expressible as 

(PIAl, P2A21 T(s, t) IPaAa, P4A4) 
= (All si l,ul)(A21 st 1,u2) \Pl,ul, p2#21 T(s, t) IPa,ua, P4,u4)' 

X (,u31 S3IA3)(,u41 S41A4) (2.17) 

= (All si l,ul)(A21 st 1,u2)(ql,ul, q2#21 T(s, t) IQa.u3' Q4ft4) 
X (,u31 SaIA3)(,u41 S4IA4), (2.18) 

where, upon removing appropriate kinematical factors 
X and X' from the initial and final states, 

T)."a, t) = '(PIAl' P2A21 T(s, t) Ip3A3' P4A4) , [X*X']-l 
and 

T).,,(z, t) = (qlAl , q2A21 T(s, t) Iq3A3' q4A4)[X*X']-1, 

are expandable in terms of 0(3) and 0(2, 1) repre­
sentations, respectively. 

The content of this paper is the formulation of 
these two expansions and the proof that under 
certain conditions one may be analytically con­
tinued into the other; it being most convenient to 
continue the 0(2, 1) into the 0(3). There are two 
consequences. Firstly, we are able to identify the 
principal and discrete series of the 0(2, 1) repre­
sentation with the background integral and nonsense 
channel terms, respectively, of the usual Regge 
continuation, thereby indicating that from the view­
point of the 0(2, 1) little group the nonsense channel 
terms appear to be as valid as any other contribution. 
Secondly, we find that we may base the analytic 
continuation on that subset of irreducible unitary 
representations of 0(2, 1) which appear in the 
expansion of any function which is square integrable 
over the group manifold, although an extension of 
this set is indicated. In addition there is a suggestion 
that the remaining irreducible unitary representations, 
notably the supplementary series, which may all be 
located to the left of Rej = -t, may also be useful 
in a representation of the scattering amplitude. 

The main points of the argument are as follows. 
The definition of 0(2, 1) helicity states enables the 
amplitude T)."a, t), obtained from T)."a, t) by 
crossing symmetry, to be expanded as 

1,,1-1 

TJ.i{, t) = ~ (2k + I)Tl ,,(k, t)d~'IW 
k=oorl 

1 I-hioo + -: dj(2j + I)T).ij, t)di"W, (2.19) 
21 -i-,oo 

where we have assumed A ~ l,ul ~ 0, since the 
symmetry of the representations enables the general 
case to be expressed in terms of these. The expansion 
coefficients are 

(2.20) 

The application of an inverse Sommerfeld-Watson 
transformation to the principal series integral is 
prevented by the well-known effect of the exchange 
potential. We circumvent this by assuming the fixed t 
dispersion relationS 

T).i{, t) = ({ ~ 1 t).-") e : 1 tJ.+") 

X [rOO dr pi;,({', t) +j-'L dr pi;.({', t)], 
J{R {' - { -00 {' - { 

(2.21) 

which enables the amplitude to be expressed as the 
sum of two terms which may be analytically continued 
in j. In addition it enables the 0(2, 1) expansion coeffi­
cients to be related to those of the 0(3) expansion 
via the lemma 

eiIIW({ ~ It).-") ({ : ItJ.+")eiuu-).) 

= sin 7T(j - A) roo d{' 
7T Jl 

X ei,,({,)[t({' - 1)]1().-Il)[t({' + 1)]i<J.+,,) 

r-{ -lfl d{' 
2 -1 

dLi -{,)[t({' - l)]!<,<-,,)[t({, + 1)]1(J.+") 
X {' _ { , 

(2.22) 

which holds for Rej> M - 1, M = max OAI, l,ul). 
Upon deforming the principal series integral to the 
right in the j plane it is found that kinematical 
singularities of the integrand exist which give rise to 
contributions which exactly cancel the discrete series 
and reproduce the familiar 0(3) expansion in the t 
channel. 

3. NORMAL t CHANNEL PARTIAL-WAVE 
EXPANSION 

From crossing symmetry,9 the transition amplitude 
in the t channel center-of-mass frame may be 

8 F. Calogero, J. M. Charap, and E. J. Squires, Ann. Phys. (N.Y.) 
25,325 (1963). 

9 A. O. Barut, Phys. Rev. 130,436 (1963). 
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expressed as 

(qlA1 , q2A21 T(s, t) Iq3A3, q4A4) 

= j)81(C)~~j)8'( C-l)~! (-q4/l4 , q2A21 T(s, t) IqaAa, -qlPl) 

= Jf'*Jf"j)Sl(C)~!j)Si(C-1)~!T",,(z, t), (3.1) 

where by the normal partial-wave decomposition in 
terms of helicity stateslO 

00 

T;,.,.{z, t) = ~ (2j + l)T).p(j, t) di"{cos 0), (3.2) 
i=M 

in which 

A = A2 - A4, P = As - AI' M = max (lA\, Ipl) 

and 

Jf' = {47T(m1 sinh Yl1)(ma cosh Ya + m1 cosh Yl)}! 

while 

TAp(j, t) = l f/zT;.,.{z, t} di,,(z). (3.3) 

The definition of the angular coordinate system, 
Eq. (2.10), enables the identification 

z = cos 0 

-2t(s - m~ - m;) 
- (t + m~ - m;)(t + m; - m:) 

=--------~~~--~~--~----~--Ht - (m1 - ma)2}{t - (ml + m3)2} 
X {t - (rna - mJ2}{t - (ma + m4)2}J 

(3.4) 

The amplitude is expressed in a j plane analytically 
continuable forms by using the dispersion relation, 
Eq. (2.21) to express 

when 
T;.,.{z, t) = A,t,.{z, t) - eitr;'B,t_p( -z, t) (3.5) 

T,tp(j, t) = A;.p(j, t) - eitriB;,._,,(j, t), 
where 

A).,.{j, t) =I.oodZ'p!(z', t) 
Zll 

(
Z' - l)iU-p) (Z' + l)i(HP). , 

X -- -- el (z) 2 2 p 

(3.6) 
and 

B)._p(j, t) = -I.oo dz' pf,.{ -z', t) 
%L 

(
Z' - l)i(HP)(Z' + l)!U-P) i , 

X -- -- e)._,.{z ). 
2 2 

(3.7) 

The expansions of A,tp(z, t) and B).p(z, t) are amenable 

10 M. Jacob and G. C. Wick, Ann. Phys. (N.Y.) 7, 404 (1959); 
G. c. Wick, ibid. 18,65 (1962); L. Durand, P. C. de Celles, and R. 
B. Marr, Phys. Rev. 126, 1882 (1962). 

to the Sommerfeld-Watson transformation for z > 0) 
and hence define an analytic continuation of T;.,,(z, t) 
in the j plane, whose uniqueness follows from Carl­
son's theorem. In terms of them, 

00 

T;.p(z, t) = ~ (2j + 1)[.4",,(j, t) - eitri B)._,.{j, t)J dt.(z). 
j=lII 

(3.8) 

4. THE DEFINITION OF 0(2, 1) HELICITY 
STATES 

We proceed by analogy with the normal 0(3) 
development. lO The single-particle states are defined 
by Eq. (2.2). The general two-particle state is defined 
by 

IPIA1' - bAa)' = /PlA1)' ® I-P2 -A2)', 

where, if (PI - PJ is purely along the z axis 

tpl = tpa = tp; (31 = (32 = (3; 
m1 cosh !Xl - rna cosh !X2 = 0, 

and hence 

IPIA1' - bAa)' = exp (-itpJ1J exp (-;(3J01) 

X {exp (-ioc1Joa) IA1) ® exp (-;oc2Joa) I-A2 }} 

(4.1) 

= Jf' exp (-itpJ12) exp (-;(3J01 ) loc; AlAa)', (4.2) 

where 1-A2 ) means IC - m2 , Q), - A2) while 

Pploc; A1A2 )' = 0 (p = 0, 1,2), 

Paloc; AlAz/ = oc loc; AtA2)', 

and hence may be expanded in terms of the bases of 
irreducible representations of 0(2, 1),11 as 

loc; AlA2)' = ~N(q, m) loc; AtA2; qm)' 
q,m 

= ~N(q) loc; A1A2; qm = Al - A2)' (4.3) 
fl 

since 
J12 1oc; A1A2)' = (AI - AJ loc; AlA2)'. 

The representation of 0(2, 1) may be characterized 
by q and the individual basis vectors by m, where 

(J:2 - Jg1 - J~2) Iq, m)' = q(q + 1) Iq, m)', 

J12 1q, m)' = m Iq, m)'. 
As q assumes discrete, integral or half-integral, and 
continuous values, ~ signifies both summation and 
integration. 

The elements U of 0(2,1) may be parametrized by 
(tp, (3, tp), defined analogously to the Euler angles by 

U(tp, (3, tp) = exp (-itpJ12) exp (-i(3J01) exp (-itpJl'J 

o ~ tp, tp ~ 217, -00 ~ (3 ~ 00. 

11 V. Bargmann, Ann. Math. 48, 568 (1947); A. O. Darut and 
C. Fronsdal, Proc. Roy. Soc. (London) A287, 532 (1965); L. C. 
Biedenharn, J. Nuyts, and N. Straumann, CERN Preprint 65176115-
TH. 555; F. R. Halpern and E. Branscomb, UCRL (Livermore)-
1235 Rev. 1, & Errata. 
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Under the transformation characterized by (gJ, (3, tp) 

Iq, m)' -- U( gJ, (3, tp) Iq, m)' = ! Iq, m')'!D~'m( gJ, (3, tp), 
m' 

where 

!D~m.(gJ,{3, tp) = exp(-imgJ)d~m,(cosh (3)exp(-im'tp) 

and d!m'( cosh (3) is the analytic continuation of 
d~m'(cos (), this being defined by its expression in 
terms of hypergeometric functions. 6 Hence the two­
particle state may be expanded as 

IPlAs , - PsAs)' 

= X!N(q) IIX; AlAs; qm)'!D~).1-).2(gJ, (3, 0). 
a,m (4.4) 

The usual normalization of two-particle states 

1l+(Pl)Il+(-P2) (PIAl , - bAslPaAa, - p,A,) 

= (27T)Bb'(Pl - Pa)b'(p2 - pJb).1).ab).2).4' 

where 

Il+(p) = 27Tb('p2 - m2)()(po) = 27Tb(p2 - m2)()(po) 

implies 

(27T)-BIl+(PI)Il+(-b) '(PIAl' - bA21PaAa, - p,A,) , 

= b4(Pl - Pa)b'(P2 - P,)b).I)..b).2).' 

= y2U- lb'(Pl + P2 - Pa - P4)b(PI. - ul) 
x b(P2 - u2)b( cosh {3 - cosh (3')b( gJ - gJ')b). ). b). ). , 

• 1 3 2 4-

where 
U l = ml sinh 1X1; U2 = m2 sinh 1X2 , 

y = ml cosh IXt; 

ml cosh 1X1(ml sinh 1X1 - m2 sinh 1X2) 
u= 

ml sinh 1X1 m2 sinh 1X2 

(4.5) 

the variables being with respect to the frame in which 
(Pt - P2) is purely along the z axis, primed and 
unprimed indices referring to final and initial states. 

Hence the normalization of Eq. (4.2) by 

N = (47Ty-2U UlU2)!, 

which may be identified with the 0(3) normalization, 
yields 

7T1l+(Pl)Il+(P2)ba(h + h - Fa - F,) 
X ! '<IX; AlA2; qm I IX'; AaA,; q'm'>' 

q,I1.' 
mm' 

X !D1:-).2m( gJ, (3, O)!D~,).._)./ gJ', (3', O)N*(q)N(q') 

== b(PI. - ul)b(P2. - u2)b'(Pl + P2 - Ps - pJ 
X b(cosh {3 - cosh {3')b(gJ - gJ')b).1)..b).2).i27T)B(4ulU2)-l, 

where 
(4.6) 

and the orthogonality relations 

'(IX; AlA2; qm I IX'; A3A,; q'm'>' 

imply 
= 2'7Tb(~ - 1X')b).1).3b;'2).AI(l'bmm, (4.7) 

N(q) = (2q + l)! (4.8) 
since 

!! (2q + 1) d1Acosh (3) d~Acosh (3') 
a 

= b(cosh (3 - cosh (3'). (4.9) 

5. O(~, 1) DECOMPOSITION IN THE 
s CHANNEL 

In the s channel brick-wall frame, (PI - Ps) along 
the z axis, the specification of the angular coordinates, 
Eq. (2.7) permits the identification ,= cosh (3 

[
-2t(S - m~ - m:) . ] 

_ - (t + m~ - m:Xt + m~ - mD 

- [[{t - (ml - ma)2}{t - (ml + ma)2} J' 
X {t - (m2 - mJ2}{t - (m2 + m,)2}]! 

(5.1) 

which may be compared with Eq. (3.4), it following 
that z = ,; however, for clarity, we maintain them 
as distinct variables. Crossing symmetry, which takes 
the same form for the amplitude defined in terms of 
0(2, 1) helicity states as for the normal definition, 
may be utilized to express the 0(2, 1) helicity 
amplitude in the s channel brick-wall frame as 

'<PIAl' PsA21 T(s, t) IPaAa, p,A,)' 

where 

= !DSI( C)~~!D.'( C-I )~: 

X '<-P4f-l, , PsAII T(s, t) IPsAs, -PIPl)', 
(5.2) 

IPaAs, - PI AI)' = exp ( - i{3JOI) 
X {exp (-ilXa-!oa) IAa) ® exp (-ilXlJOS) I-AI)} 

= .N" exp (-i{3JOl) IIX; AaAl )', 
while 

and hence 

'( - p,A" P2A21 T(s, t) IPsAa, - PtAl>' 

= .N'*,N" ! '<IX; A,).2; qml T(s, t) IIX; ).3).t; q'm')' 
q,Q' 

m,m' 

[J~2 - Jgl - Jg2, T] = [Ju , T] = 0 
enables the definition 

'<IX; A,A.s; qml T(s, t) IIX; AsAl; q'm'>' 
= bqa,bmm,'(A,A.21 T(q, t) IAs).t)' (5.3) 
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Trivial Representation 

FIG. 2. Single-valued representations of 0(2, 1). 

to be made, in terms of which 

\-P4).4, P2).21 T(s, t) Ip3).3, -PI-).l>' 

= ! (2q + 1) ().4).21 T(q, t) 1).3).1)' d1/cosh {J).N'*.N" 
q 

i.e., 

'(PI).I, P2A21 T(s, t) Ip3).3, P4).4)' 

= ~Sl(C)~~~S'(C-1)~:T;.i~, t).N'*.N", 

). = ).2 - fl4' fl = ).3 - fll' (5.4) 
where 

T;.i~, t) = ! (2q + 1)T;.iq, t) d~llm, (5.5) 

which may be identified as the expansion formula of 
the 0(2, 1) group, Eq. (2.19), which we now consider 
in more detail. 

Just as in the 0(3) expansion, the representations 
of SU(2) are required to form a complete set, so the 
representations of the corresponding spinor group 
SU(1, 1) are needed in the 0(2, 1) analysis. These 
have been established by a number of authors.u We 
make use of the formulation of Barut and Fronsdal, 
replacing, however, <I> by (-j - 1); for, as the 
representations corresponding to <I> and (- <I> - 1) 
are equivalent, we are at liberty to do this. Upon 
denoting each irreducible unitary representation by a 
point in the complex j plane, the single- and double­
valued representations may be exhibited as shown in 
Figs. 2 and 3. They may be identified in the usual way 
as 

Principal series 

j = -t + ia -00 :::;; a:::;; 00. 

Eigenvalue of J12 = 0, ± 1, .. . 

= ±t, ±!, .. . 

Supplementary series 

-1 <j < -to 
Eigenvalue of J12 = 0, ±1,'" 

Positive discrete series, D+ 

single valued 

double valued. 

single valued. 

Principal Seri •• 

/ i 

I 3 5 
"22""2 

FIG. 3. Double-valued representations of 0(2, 1). 

j = 0, 1, 2, . . . single valued 

= -t, t, !, . . . double valued. 

Eigenvalue of J12 = j + 1, j + 2, .. '. 

Negative discrete series, D-

j = 0, I, 2, . . . single valued 

= -t, t, !, . . . double valued. 

Eigenvalue of J12 = -j - 1, -j - 2, .... 

Trivial representation 

j = -1. 

Eigenvalue of J12 = 0. 

The analog of the Peter-Weyl theorem, Theorem 9 
of Bargmann, states that any function which is 
square integrable over the group manifold may be 
expanded in terms of the principal series and those 
members of the discrete series having j > -to The 
virtue of our choice of representation parameter now 
becomes clear, for as far as square integrable functions 
are concerned we may discard the representations 
lying to the left of Re j = -t, viz., the supple­
mentary series, the trivial representation and D(±)( - t). 
The principal series and the remaining members of the 
discrete series may be identified with the background 
integral and nonsense channel terms, respectively, this 
identification being validated by the next section. 

6. ANALYTIC CONTINUATION OF THE 
0(2, 1) DECOMPOSITION 

The set of irreducible unitary representations of 
0(2, 1) which occur in the expansion of any square 
integrable function is just that set of kinematical terms 
which are obtained by the 0(3) channel expansion; 
the principal and discrete series being simply the 
background integral and nonsense channel contri­
butions. It is most convenient to show the inverse, 
i.e., to express the amplitude in a form which permits 
an inverse Sommerfeld-Watson transformation to be 
performed, the result of which may be identified with 
the 0(3) series. In order to do this we must, in addition, 
continue in , to I" < 1. Two distinct difficulties arise. 
The principal series of the 0(2, 1) expansion diverges 
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if 1'1 < 1. This can be overcome by using the disper­
sion relation (2.21) to consider direct and exchange 
forces independently; which simply corresponds to the 
introduction of signature. Even so, the partial-wave 
amplitude diverges as Re j --+ 00, unless we utilize the 
invariance of the principal series integral under 
j --+ -(j + 1) to redefine TAflU, t) in such a manner 
that it is bounded as Re j --+ 00. As will emerge, the 
natural way of doing this leads to an amplitude which 
has poles at integer values of (j - A), whose residues 
are identical with the crossed channel 0(3) partial­
wave amplitudes. When these poles are crossed by 
shifting the principal series integral to the right, they 
give rise to a set of terms which cancels the discrete 
series and reproduces the familiar 0(3) expansion of 
the crossed channel. In this section, since we are 
concerned with kinematic singularities, we assume 
that the partial-wave amplitudes have no dynamical 
singularities for Re j > - 1; a discussion of the 
validity of this assumption is postponed until the next 
section. 

We begin by using Eq. (2.21) to divide the amplitude 
into direct and exchange components 

in terms of which 

TAi', t) = Tea, t) - ei1TATf_i -" t). (6.3) 

The anti-symmetry of the principal series integral 
under j --+ -(j + 1) enables it to be replaced by 

1 I-hioo d' (2j + 1) 
2i -l-ioo J sin 7T(j - A) 

- - i 
X [AAij, t) - $A-ij, t)] dAin, (6.4) 

where 

AAij, t) = 7T-1 sin 7T(j - 1.)1
00 

d'elflWTB,(" t) 

+ !e-i1TA fl d, dLi -')T£,(t t), (6.5) 

53A-ij, t) = _7T-1 sin 7T(j - A)ei1TA 100 

d,elin 

X Tf-i -" t) - ! fl d, dLi -,)Tf-fl( -" t). 

(6.6) 

It follows from the asymptotic behaviors 

e~fl(n = O(I,r i
-

1
) as 1'1--+ 00 (6.7) 

that the existence of AAij, t) and $A-ij, t) for 
Re j = - t implies their existence for all j such that 
Re j 2 - t. The significance of Eqs. (6.5) and (6.6) 
is that for Re j sufficiently large we may substitute for 
Tf/', t) and Tf-i-" t) using Eqs. (6.1) and (6.2), 
invert the orders of integration, and use Eq. (2.22), 
which is proven in the Appendix to show that 

AAfl(j, t) = -e-i1T(i-A)AAfl(j, t), (6.8) 

$;.-ij, t) = -ei1TABA_ij, t), (6.9) 

where AAij, t) and BA-ij, t) are the crossed channel 
0(3) amplitudes defined by (3.6) and (3.7). If 

I.ota, t)l, 1.01;,(', t)1 ::::;; 0(1'1-«), 
then the above equations are valid for Re j > M - ex, 
where 

M = max (11.1, l.u!). 
Due to the j plane asymptotic behavior5 

eiin = Kr1 exp [(j + t) log g - a2 - 1)1}], 

as UI --+ 00. (6.10) 

It follows that AAij, t) and BAij, t) are bounded by 
1j1-1 as Re j --+ 00, which is not the case for the 
original 0(2, 1) partial waves, unmodified by the terms 
which are symmetric under j --+ -(j + 1). 

The expansion is not yet in a form which may be 
continued in , to 1'1 < 1, since it still contains the 
signature factors. However, before removing these, it 
is convenient to show the cancellation of the discrete 
series. To do this we transform the principal series 
integrals from Rej = -t to Rej = M - 1, while 
utilizing the symmetry of dU ') to restrict attention to 
the cases A 2 l.ul > O. 

The integrand consists of an entire function of j 
times the factor 

7T . r(j + A + 1)r(j - .u + 1) 

sin 7T(j - J.) r(j - A + 1)ru + .u + 1) 
7T 

. . . (j + .u + 1)·· . (j + J.) 
sm 7T(} - A) 

X (j - A) ... (j - A + 1), A 2 .u 2 0 

. ~ (j + A) ... (j - A + 1) 
sm 7TCl - A) 

X (j - .u) ... (j + .u + 1), A 2 -.u 2 o. 

(6.11) 

When A 2 .u 2 0 poles occur from j = 0 or 1 up 
to .u - 1 and from A to 00, while for 1.2 -.u 2 0 
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they occur only from A to 00. This is in agreement 
with the occurrence of discrete 0(2, 1) representations, 
as these do not contribute to amplitudes for which 
Aft < 0. 

The residue of the integrand at these poles is 

(47Ti)-1(2j + l)[fX)d~ di"mTe(~, t) 

- eilI"LX)d~ di"mTf-,,(-~, t)J 
and hence their contribution to the amplitude is 

-f)(ft) "f (2k + l){t rood~' di,,(OT .. ,,(~', t)} di"m, 
k=oor i J1 

(6.12) 

which exactly cancels the contribution from the 
discrete series. 

Assuming that A .. ,,(j, t) and $ .. ,,(j, t) have no 
dynamical singularities to the right of Rej = -l, 
the 0(2, 1) expansion becomes 

iM-!+ioo (2' + 1) 
T .. ,,(~, t) = li dj . J. eill

" 
M-!-ioo sm 7T(j - A) 

x [e-ilIiA).,,(j, t) - B .. _,,(j, t)] di"m, (6.13) 

where A .. ,.(j, t) and B .. _,,(j, t) are the crossed channel 
0(3) amplitudes. Although these are bounded by 
ijl-! as Ijl ~ 00, since for ~ > I 
dille ') ,-..,,; I jl-! exp ({3 Re j), as Re j ~ 00, , = cosh (3, 

< I 'I-! I . _ ] , as mJ~oo, 

while for "I < 1 

d1"m ~ lil-i , as Re j ~ 00, 

,-..,,; lil-! exp (If) 1m ji), as 1m j ~ OJ, , = cos e, 
we must continue Eq. (6.13) to "I < 1 before allowing 
Re j to become infinite. This continuation is prevented 
by the signature factor e-ilIi, which may be removed 
by using5 

e-iIIU- .. ) di"m = di-"( -~) + 27T-1 sin 7T(j - A)ei"m 

(6.14) 

and noticing that in the absence of dynamical singu­
larities in the right-hand plane 

f
M - hiOO 

M-!-ioo dj(2j + i)e{"mA .. ,,(j, t) = 0, (6.15) 

which enables the amplitude to be expressed as 

T;."a, t) = li rM
-

hioo 
dj . (2j :- 1) 

)Jf-!-iOO sm 7T(J - A) 

X [A .. ,,(j, t) di-"( -~) - eilI"B .. _,,(j, t) di"m], 
(6.16) 

if we now continue this amplitude in ~ to I ~I < 1 and 
then perform an inverse Sommerfeld-Watson trans­
form, the resulting expression is 

00 

T;."a, t) = L (2j + 1) 
i=M 

X [A .. ,,(j, t) - eilIiB;._,,(j, t)] di"m, 

which may be identified with the 0(3) expansion Eq. 
(3.8). 

7. CONCLUSION 

Whenever the amplitudes A).,,(j, t) and $).,,(j, t), 
defined by Eqs. (6.5) and (6.6) exist and have no 
dynamical singularities to the right of Re j = -i then 
the 0(2, 1) partial-wave expansion may be identified 
with the Regge continuation of the crossed channel 
amplitude. Their existence follows directly from the 
assumption of square integrability over the group 
manifold. However, due to the integration with 
respect to cosh {3 being over an infinite interval, 
I ~ cosh (3 < 00, the general amplitude is not 
square integrable. 

For the scattering of spinless particles the Martin­
Froissart bound12 

IT(s, t)1 ~ Ks(ln S)2 as s ~ 00, t < ° 
enables A .. ,,(j, t) $ .. ,,(j, t), to be defined by their 
analytic continuations from Re j > 1. The amplitude 
defined by Eq. (6.16) may now differ from the physical 
amplitude, but upon performing an inverse Sommer­
feld-Watson transformation on it as in Sec. 6 the 
result agrees with the analytically continuable 0(3) 
partial-wave amplitude which itself may differ from 
the physical amplitude by just those terms di/z), 
j = 0, i, 1, which correspond to the possible existence 
of elementary particles having spins 0, t, or 1. 

On the basis of analogy with potential theory we 
may expect that all Regge poles are to the left of 
Rej = -l for sufficiently large negative t. In such 
circumstances, if we ignore the possibility of ele­
mentary particles, the representation of the amplitude 
may be identified with the 0(2, 1) expansion of a 
square integrable function. As t increases to positive 
values, singularities may penetrate the contour. We 
may infer that they are caused by the amplitude 
becoming nonsquare integrable. 
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APPENDIX 

The proof of Eq. (2.22), which is simply the gener­
alization of the well-known relation between the 
Legendre polynomials of the first and second kinds, 
follows from the fact that 

is an analytic function of , in the plane cut from 1 to 
- 00, with discontinuity given by5 

Disc [eii0[H{ - l)]!u-/l)[i({ + 1)]!<A+/l)] 

= - i7T d!i{)[l({ - 1)]!(;'-/l)[t({ + 1 )]!(A+/l) 

(-1 ~ C~ -1) 
= 2i sin 7T(j - J.)eLi-{) 

X [t({ - l)]!u-/l)[t({ + 1)]!(A+/l) (' < -1). 

In addition, since 

ei/lW = 00,,-i-1) as I" ---+ 00, 

:.1 r::.dO "'I e,8eUO(C ; It;'-/l) (" ; ItA+/l)/ 

< K dO..::....:..---1,,-, ,,'I-Re HM 

-1(+' I{' - {I 
and hence ---+ 0 as In ---+ 00 for Rej> M - 1. 
Therefore, if { is any point not on the real axis < 1, 
and C is a finite circle, center, and radius < I{ - 11, 
then by Cauchy's integral theorem 

i ({ - I)! (;'-/l) ({ + 1)!(A+/l) 
e;'/lW -2- --2-

= _1_ r dr eiiO[i({' - l)]!<;'-/l)[i({' + l)]!(H/l) 

27Tdc {' - { 

= _ ! II d,' dii{'ma' - l)]!U-/l)[i({' + 1)]!(A+/l) 

2 -1 " - , 

+ sin 7T(j - J.) 

7T 
X j-1

d
" eLi -O[lC" -1)].u-/l)[ie,' + l)]t(H/l) 

-00 " - , 

for Rej > M - I, from which Eq. (2.22) follows. 
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Tensor Operators and Mass Formula in the Minimal 
Extension of Ua by Charge Conjugation * 

A. O. BARUT AND H. KLEINERT 
Department of Physics, University of Colorado, Boulder, Colorado 

(Received 19 September 1966) 

The transformation property of the mass (or mass square) M is specified in the extended group. The 
most general mass formula, M = Mo + a(IX)[J(J + 1) - 1 y2 - K(IX)] + b,(IX)NY + b.(IX)Q. Y, is de­
rived where a(IX), b,(IX), K(IX) are constants depending on a charge-even set IX, specified in the text, and 
Q. is the second invariant operator of SUa. 

THE Gell-Mann-Okubo mass formula, M = Mo + 
a[ I(l + 1) - ! Y2] + b Y, is incomplete in the 

sense that it does not reflect, as it stands, the charge 
conjugation properties of the mass splitting. Thus, the 
last term should have opposite signs for baryons and 
antibaryons and should vanish for mesons. Therefore, 
the baryon number and charge conjugation parities 
must enter into the formula as well. In order to modify 
the form of the equation, we start from the invariance 
group t: = {Us, coset U3C}, which is the minimal 
extensionl of Us by charge conjugation c.2 

I. THE STATES 

The states of irreducible representations of U 3 are 
labeled by IN, Ql' Q2; I, Is, Y), where Ql and Q2 are 
the two invariant (Casimir) operators of SU3 • Note that 
Ql and Q2 are chosen to be the components of the 
maximal weight of the representation: 

p-q 
Ql =-t(p + q), Q2 = 2..}3 . 

Since CpC = q and CqC = p, we find CQIC = Ql, 
CQ2C = -Q2. Also, CNC = -N. The quadratic 
Casimir operator is 

8 

IF~ = l[p(p + 3) + q(q + 3) + pq]. 
i=1 

The charge conjugation C can be adjoined to the 
representations of Us in two possible ways: either the 

• This work was supported by the United States Air Force Office 
of Scientific Research under Grant AF-AFOSR-30-65. 

1 The concept of minimal extension of a group by a discrete 
operation is discussed in detail in the articles by E. P. Wigner and 
L. Michel, in Group Theoretical Concepts and Methods in Elementary 
Particle Physics, F. Giirsey, Ed. (Gordon and Breach Science 
Publishers, Inc., New York, 1964); T. D. Lee and G. C. Wick, Phys. 
Rev. 148, 1385 (1966). 

• Mathematically the charge conjugation C defines an auto­
morphism of U3 and this automorphism characterizes the minimal 
extension. L. C. Biedenharn, J. Nuyts, and H. Ruegg, CERN 
preprint (1965); S. Okubo and N. Mukunda, Ann. Phys. (N.Y.) 36, 
311 (1966). Depending on whether the representation of the auto­
morphism is inner or outer, one gets the two cases of doubling or no 
doubling of states discussed below. 

states CI) are unrelated to the original states, then 
the extended group t: = {Ua, UsC} is represented in 

the Hilbert space { I>} of doubled states; or the 
q) 

states CJ) are linearly related to the states I), then we 
can form the combinations (2)-1[1) ± CI>] with def­
inite C-parities 'Y}c' which are denoted by 

l'Y}c; N, Ql' Q2; 1,13, y), 'Y}c = ±l. (1) 

This second case occurs only if the invariant operators 
of U3 are also invariant under C, that is, if N = 0, 
Q2 = ° in our choice of the Casimir operators (see 
note above) (i.e., self-adjoint representations of U3). 

II. THE INVARIANTS 

The invariant operators out of which the most 
general invariant function is constructed is different in 
both cases. In the first case, where the states are 
doubled, the two representations of Us with ±N, 
± Q2 are the same irreducible representation of the 
extended group t: characterized by N2, Q~. Thus, due 
to the additional requirement 

C/(N, Ql' Q2)C-l = I(N, Ql' Q2), (2) 

all invariants are functions of only 

(3) 

The operator NQ2 fixes the relative sign between N 
and Q2 to distinguish, for example, between 

( 
10, N = 1 ) and 
10, N=-1 (

10, N = 1 ); 

10, N = -1 

only the first case is known to be realized for the 1-+ 
baryons. 

In the second case the invariants are functions of 'YJo 
and Ql' Thus we can write in both cases the invari­
ants as functions of the set 

685 
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In. THE TENSOR OPERATORS 

The general tensor operator is first constructed for 
the group Ua in the usual way from the infinitesimal 
generators F i , i = 0, 1, ... , 8 in the form 

where til"" in are all possible invariant symmetric ten~ 
sors of the adjoint representation of U 3' This follows 
from 

Hence 

Applying this to Ts , for example, one gets 

Ts = a[I(I + 1) - !Y2 - K] + bY, (6) 

where a, b, K are functions of the Ua-invariants N, 
Q1, Q2' The constant K has the effect of making the 
average of Ts over a multiplet vanish and is given by 

8 

K = i I F~ = i[p(p + 3) + q(q + 3) + pq]. (7) 
i=l 

Then we impose the condition of charge invariance 

(8) 

IV. THE MASS FORMULA 

We require that the mass splitting be invariant under 
C in addition to the Ts-property, i.e., 

CTSC-1 = Tg. (9) 

(Note that CFgC-1 = - F8!) The condition (9) re­
stricts the coefficient a in Eq. (6) to be a function 
only of the set IX, Eq. (4); Kremains the same because 
CKC-1 = K, while b has to be the most general odd 
function under C, hence 

b = b1(IX)N + b2(IX)Q2' 

Therefore, the most general mass formula in {; = 
{Ua, U3C} under the stated assumptions is 

M = Mo + a(IX)[/{I + 1) - !Y2 - K] 

+ b1(IX)NY + b2(IX)Q2 Y. (10) 

V. OTHER CONCLUSIONS 

(i) Because the group SUn for n ~ 3 has only one 
outer automorphism, we do not expect any further 
extension of the internal symmetry group except the 
one discussed. 

(ii) In the case of N = 0, only one value of 'Y)c is 
known at present. Because the coefficients in the mass 
formula (10) depend on 'YIn the states with 'Y)c = -I 
could lie higher. 

(iii) Note the presence ofthe term b2Q2 Yin Eq. (10) 
which distinguishes, for example, the N = 1 octet 
and decouplet even if the coefficients a1b;(IX) are the 
same for these two multiplets. 
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Evaluation of Phase-Space Integrals * 
GRAHAM H. CAMPBELL, JOSEPH V. LEPORE, AND ROBERT J. RIDDELL, JR. 

Lawrence Radiation Laboratory, University of California, Berkeley, California 

(Received 2 September 1966) 

The relativistic phase-space integral over the submanifold defined by total momentum zero and fixed 
total energy is reduced to a single contour integration. The number of particles involved and their masses 
are arbitrary. It is shown that the contour integration may be readily approximated by the saddle-point 
technique and yields a result which is easily handled by a computer. In the nonrelativistic and extreme 
relativistic limits, this method leads to expressions for the phase space which may be obtained from the 
exact results for these cases by replacing r-function factors by the Stirling approximation. 

I. INTRODUCTION 

I NTEREST in the evaluation of phase-space integrals 
involving the constraints of momentum and energy 

conservation arises from the study of multiple pro­
duction of particles in high-energy nuclear collisions. 
A knowledge of the phase-space factor for a particular 
process allows the separation of the dynamical and 
kinematical features peculiar to the situation. For 
example, a knowledge of phase-space factors can be 
important for the determination of whether very­
short-lived particles or "resonances" playa role in a 
particular reaction. 

It has been shown that the general relativistic 
phase-space integrals are easily reduced to two inte­
grations.I This paper shows how still another integra-

tion may be performed. 

II. REDUCTION OF THE INTEGRAL 

The integral to be evaluated is (using units in which 
c = I) 

S..(E) = f<5(E - i~Wi)<5(!Pi) ft d2i
, (1) 

where Wi = (P: + m~)!. This is a Lorentz-invariant 
quantity which we evaluate in the center-of-momentum 
frame. If we insert a Fourier representation of the <5 

function we may write 

(2) 

f 
d3 

J(l., ot, m) = : exp [i(l. • P - otw)]. (3) 

The variable ot has been given a small negative 
imaginary part to make the integration over momenta 
well defined. After the trivial angular integrations 

• This work was done under the auspices of the U.S. Atomic 
Energy Commission. 

1 J. V. Lepore and R. N. Stuart, Phys. Rev. 94, 1724 (1954). 

are performed we can write 

J(l., ot, m) = -(27Tj)')(djd)')I()', ot, m), (4) 
where 

l()" ot, m) = L: a: eiU,p-aw) 

If we now let 

then2 

p = m sinh e, 
W = m cosh e, 
ot = (ot2 - ).2)! cosh 'IjJ, 

). = (ot2 _ ).2)! sinh 'IjJ, 

(5) 

J()" ot, m) = L: de exp [- im(ot2 - ).2)! cosh (e - 'IjJ)] 

= - i7TH~2)[m(oc2 _ ),2)!]. 

Therefore 

J()', ot, m) = 27T2im(!X2 - ).Y!m2)[m(oc2 _ ).2)!], 

S .. (E) = ~ foo

-

i

< doc roo

),2 d),eiaEf[(!X2 _ ),2)!], 
47T -oo-i< Jo 

where 

(6) 

(7) 

(8) 

(9) 

1(z) = n [27T;mk H~2)(mkZ)J. (10) 

The sole role of E in this equation is to define the 
continuation of the square root. If we had carried the 
analysis to this point using an arbitrary Lorentz frame, 
this expression would be a Fourier transformation in 
a space with a time1ike dimension. Thus the following 
steps seem to be a generalization of a theorem of 
Bochner's on Fourier transformations of radial 
functions.3 

We now replace the !X integration by an integration 
over p = (!X2 - ),2)!. This necessitates a separate 

2 G. N. Watson, Theory of Bessel Functions (The Macmillan 
Company, New York, 1948), 2nd ed., p. 180. 

a S. Bochner and K. Chandrasekharan, Fourier Transforms 
(Princeton University Press, Princeton, New Jersey, 1949), p. 69. 
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Q pI one 

X ./R2+X2 
.to-I -.I.---~:n 

FIG. 1. Integration contour in 
the IX plane for;' < R. 

-i~ 

p plane 

FIG. 2. Integration contour in the p plane 
for;' < R. ,,,II 

Q plone 

FIG. 3. Integration contour in the IX 

plane for;' > R. 

p pia ne 

FIG. 4. Integration contour in the p plane 
for;' > R. 51 

consideration of different domains of integration. We 
write 

In the first integral in Eq. (11), ). ~ R. In this case, we 
first distort the original IX contour so that it follows 
the real axis except for an arc below the singular 
points at ±). (see Fig. 1). For the variable p, there is 
a corresponding contour traced out in the p plane 
as IX follows its contour (see Fig. 2). For convenience, 
we choose the arc in the p plane as a half circle of 
radius R, so the IX traces out an arc which is similar 
to an ellipse. In the second integral, ). ~ R, the 
IX contour is distorted to follow the real axis 
except for separate arcs under the singularities at 
IX = ±). (see Fig. 3). As before, we have a corre­
sponding path in p and we choose the non straight 
portions to be circles of radius R (see Fig. 4).4 We 

4 In Figs. 3 and 4 the contours are shown displaced from the cuts 
for clarity, although in fact they are to be taken on the cuts. 

denote the contributions to Sn from the various pieces 
of the IX contours simply by the labels as indicated in 
Figs. 1--4. The integrals can now all be expressed in 
terms of a real independent variable, but we must 
treat each one separately, taking into account the 
analytic continuation in the appropriately cut plane 
for the various functions involved. 

Let us consider, for example, the calculation of SI: 

(12) 

If we now choose p as the integration variable, and 
introduce the variable r, using 

p = (1X2 - ).2)! = -r, for r > 0, 

we have 

Sr = - ~ [00 d).f-
R 

dpp).2().2 + r2)-! 
47T JR -00 

(l3) 

X exp [-iE().2 + r2)!]f(p). (14) 

The phase of p is -7T. If we now make the same change 
of variable in Sr, interchange order of integration in 
both SI and SI, and add the two, we have, in terms 
of the variable u = I(Afr)2 + II!, 

We must now face the problem, which we ignored 
above, that the u integration is divergent. However, 
it is a limiting case of a convergent integral, namely 
that in which r has a negative imaginary part. This 
is because we are dealing with generalized functions 
[recall the Fourier representation for the b function 
introduced into Eq. (2)]. We define this function and 
others to follow as the limit of the generalized 
function as parameters approach their final value 
through values which make the integral convergent. 
These statements applied here to the u integration 
actually refer to the method by which the original 
b function was represented. With this intepretation 
we now have5 

Sr + Sr = (~) f-R 
d pf(p)p3["!!!'" H~2)(Er)J' (16) 

47T -00 2Er 

5 Reference 2, p. 167. 
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An exactly analogous calculation, this time using 

p = «(1.2 - A2)! = r, for r > 0, 
(17) 

yields5 

( 
1 )fOO . 3[-i'17 (1) ] SIV + Sn = -3 dpf(p)p - HI (Er) . 

4'17 R 2Er 
(18) 

Similar calculations using 

p = «(1.2 - A2)! = -ir, for r> 0, 
(19) 

11. = (p2 + A2)! = =r(A2 - r2)! 

(minus sign for Sn, plus for Sm), followed by the 
introduction of the variable u = I(Afr)2 - II!, give 

Now, in a manner consistent with our interpretation 
of the u integrals, we can deform the u contours 
through the convergent quadrant to the imaginary 
axis, avoiding the branch points at ±i in the appro­
priate manner. Then using the variable v = iu in Srr 
and v = - iu in Sm we find that the contributions to 
the two integrals from the region ° :::;; v :::;; I cancel, 
while the remainder gives6 

To evaluate the loop integrals (Figs. I and 2) we let 

(22) 

in both LI and LI , and take () as the new variable. In 
both cases () ranges from ° to +'17/2. We may now add 
LI and L.I, with the result that A ranges from zero to 
infinity. We can now go back to p = Reie, and we set 

LI + L.I = ~ f-mdppf(p) roo dAA2(A2 + p2r! 
4'17 -R Jo 

x exp [iE(A2 + p2)!]. (23) 

In this expression the phase of the square root is to 
be chosen so that it becomes a negative real quantity 
as p becomes real and negative. Thus the function 
represented by the A integration is the analytic con­
tinuation of the corresponding function in Sf + SI 

8 Reference 2, p. 172. 

[see Eq. (14)] as p follows the circular arc from -R 
to -iR. The corresponding calculation for LII + L.1I 
yields the corresponding continuation of SIV + SlI 
with the net result that the R limits on the remaining 
p integration in both Sr + SI and SIv + SlI can be 
replaced by -iR upon adding the contribution of the 
loop integrals. 

The contour of the integral for Sn + Sm may be 
deformed, by Jordan's lemma, to go to infinity along 
the real axis and may then be combined with the other 
integrals. Upon replacing r by p times an appropriate 
phase factor we have 

SI + SI + LI + 1:1 + !(SII + Sm) 

= 4~3l-:R dpp2f(p)C; [H~2)(Epei~) + m2)(EP)]}, 

(24) 

Srv + Su + Ln + Ln + !(Su + Sm) 

= 4~3l:/plf(P){ ~~'17 [Hill(Ep) + Hi2 )(EP)]}' 

The sum of the Hankel functions yields -2J1(Ep) 
in the first case and 2J1(Ep) in the second, so we have 

Sn(E) = --=+- fdpp2j(p)Jl(Ep), (25) 
(2'17) E. 

where f(p) is given by Eq. (10). The p contour runs 
from - Cf) to + CIJ below the origin. If this contour is 
chosen to be symmetric under p -+ e-i~ p*, then it 
can be shown that the contribution from the left half 
of the contour is the negative complex conjugate of 
the contribution from the right half. Thus the above 
expression for Sn is real, as is required. 

We note that we may also write 

(26) 

since the contour integral in which Hi2 ) replaces Hi!) 
vanishes because the integrand is analytic in the 
entire lower half-plane. This form is convenient for 
consideration of the nonrelativistic limit. 

III. EVALUATION OF THE INTEGRAL 

The integrand of the expression for Sn [Eq. (25») is, 
apart from constant, real factors, 

n H(2)( ) 
( ) - • 2J (E ) II 1 mkP g p - -lp 1 P .' (27) 

k=l -IP 

This function has a single saddle point on the negative 
imaginary axis because it takes the form 
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Paths of constant phase in g(p) generally connect 
the consecutive zeros of'l(Ep), and there are saddle 
points for each of these segments. Since g(p) alternates 
in sign on different sections of these portions of the 
contour, large cancellations are expected, and, further, 
the integrand has its largest value at the saddle point 
on the negative imaginary axis. Thus the dominant 
contribution to the integral, taken along a path of 
constant phase, comes from the neighborhood of the 
saddle point on the negative imaginary axis. We may 
therefore approximate Sn by the standard saddle-point 
technique. Thus if we let p = -iy, we find that the 
saddle point is located at the solution of 

1 - 2n + E1o(Ey) _ i mkKo(mky) = O. (29) 
Y Il(Ey) k=l Kl(mky) 

Let Yo be this root. Then 

SiE) ~ y~Il(Eyo) IT [~7Tmk Kl(mkyo)] 
(27Ti

tf, k=l Yo 

X {4n -:-.3 + E2 + im: _ [Elo(EYo)]2 
Yo k=l Il(Eyo) 

- i [mkKo(mkYo)]2}-!. (30 
k=l Kl(mkyO) 

The accuracy of this approximation can be judged by 
a comparison with the exact results for the non­
relativistic and extreme relativistic limits. 

On examination of Eq. (28) one finds that the saddle 
point occurs as a result of a balance between the 
decreasing functions in the product over k and the 
increasing term, y2Il(Ey). As the energy is reduced 
the minimum is reached for larger and larger y. Thus, 
to obtain the exact nonrelativistic limit, the predomi­
nant contribution to the integral arises from large 
values of p and we may use the asymptotic expansions 
for the Hankel functions in Eq. (26). After some 
rearrangement we find 7 

Sn ~ (27T)(sn-S)/2p!g-! i (-1)/(1, I) 
1=0 (2E)' 

X ! ... ! [IT (l,jk)] 
h=O ;n=O k=l (2mk)'k 

x {i[(Sn-5)/2J-I-I;k J dpeiTp p[-(Sn-2)/2J-I-I h}. (31) 

We have used the abbreviation P for the product 
of the masses and will use M for their sum. The 
kinetic energy is T (= E - M). Now the term in 
braces is simply 

r(ln -! + 1+ t jk) 

(32) 

7 Reference 2, p. 198. The symbols (v, m) are defined there. 

Thus we have obtained an asymptotic expansion of 
Sn in powers of T (if the inverse powers of E are so 
expanded). The first term of this expansion is 

T!(2n-5) 
SNR = (27T)!(3n-3) p! M-! (33) 

n r[!(3n _ 3)] 

This agrees with the nonrelativistic phase space 
computed by more elementary methods. 

In this limit we can examine the accuracy of the 
saddle-point approximation. The saddle point is 
located at 

Po = -lien - l)/T. (34) 

Application of the saddle-point method to the integral 
yields the above result with the r function replaced 
by Stirling's approximation to it. For n = 2 this 
approximation is in error by about 6 %, and the error 
decreases as n increases. We note that this estimate 
applies only when Epo and mkPo are all large, that is, 

l(3n - 3)(mk/T) » 1 ; (35) 

otherwise the saddle point of the original integral 
would not occur in the asymptotic region of the 
Hankel functions. 

We can also easily determine the asymptotic value 
of the phase space in the extreme relativistic case. In 
this case, we expect Po to be very small. Thus we can 
expand the Hi2)(mk P) for small values of the argument. 
If we assume that E is large, however, and use the 
asymptotic form of H?)(E), we then deduce that 

Po = -i(2n - !)/E. (36) 

Thus Epo is large only if 2n - ! » l. On the other 
hand, we can carry out the integration in Eq. (25) 
without expanding 'l(pE), and we find 

2 n-l 

SER = 7T E2n- 4• (37) 
n (n-l)!(n-2)! 

This result agrees with the saddle-point approximation 
again to the extent that the factorials are replaced by 
the Stirling approximation. In this case the Stirling 
approximation is not as good as before, and an II % 
error is found for n = 3. The ratio of the approximate 
to the exact result approaches I with reasonable 
rapidity as n increases. This is to be expected, for as 
n increases the saddle point of this integral moves 
into the asymptotic region of '1' where the saddle­
point method was applied to find Sn. 

IV. APPLICATIONS AND VARIATIONS 

Extensive numerical calculations have been made 
with the phase-space or "statistical" model by use of 
this approximation.s Numerous comparisons with 

8 G. H. Campbell, University of California, Lawrence Radiation 
Laboratory Report No. UCRL-16315 (1965). 
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the exact two- and three-body phase space have 
confirmed the error estimates presented in Sec. III. 

The noncovariant form of the phase-space integral 
may be treated by similar methods to those used for 
the covariant form. The noncovariant form is 

This has previously been reduced to l 

JOURNAL OF MATHEMATICAL PHYSICS 

The only essential difference between this and Eq. (9) 
is the factor ocn

. These integrals define generalized 
functions; hence we may replace this factor by n-fold 
differentiation with respect to the energy. Then, using 
the results of the covariant calculation, we may write 

S (E) = ~ fd 2f( )(~)n J1(Ep) 
n (271')2 PP P dE p' 

where 

(40) 

f(p) = IT [2~2~k H~2)(mkP)J. 
k~l Ip 

(41) 

Although the saddle-point method is in principle 
applicable to this integral it is not convenient for 
numerical approximation, because the form of the 
integrand depends upon n. 
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Two general results applicable to the problem of a canonical definition of the Wigner coefficient in U" 
are demonstrated: (1) the existence of a canonical imbedding of Un X Un into Un' and (2) a general 
factorization lemma for operators defined in the boson calculus. Using these results, a resolution of the 
multiplicity problem for U3 is demonstrated, in which all degenerate operators are shown to split 
completely upon projection into U2 • 

I. INTRODUCTION 

AN extension of the techniques of the Wigner­
rt Racah angular momentum calculus (WRC) 
from S U2 to an arbitrary group is a problem of evident 
importance in quantum mechanics, and it has been 
recognized as such since the problem was first formu­
lated in the works of Racah1 and of Wigner.2 A very 
extensive literature3 has developed, especially in 
recent years, and partial solutions (that is, for certain 

* On leave from Istituto di Fisica dell'Uiliversita, Torino, Italy. 
1 G. Racah, Ergeb. Exakt. Naturw. 37, 28 (I 965)(this paper isthe 

published version of Racah's Princeton Lectures, 1951). 
'E. P. Wigner, in Selected Papers on the Quantum Theory of 

Angular Momentllm, L. C. Biedenharn and H. van Dam, Eds., 
(Academic Press Inc., New York, 1965) (this paper is the published 
version of Wigner's unpublished paper, 1940). 

3 Recent references which cite the earlier literature extensively are 
J. G. Nagel and M. Moshinsky, J. Math. Phys. 6, 682 (1965), and 
J. D. Louck, J. Math. Phys. 6, 1786 (1965); see also Ref. 4. 

groups) have been developed.4 The unitary groups 
Un playa special role in this problem, partly for their 
own sake as higher symmetry groups in elementary 
particle and nuclear physics, but more basically as a 
structure sufficiently large to encompass all compact 
groups. Thus, for example, it appears likely, owing to 
the close relationship between the symmetric and 
unitary groups,5 that a solution for Un entails a 
corresponding solution for Sn. 

The present work has as its objective to demonstrate 

• This has been discussed in a series of papers by G. E. Baird and 
L. C. Biedenharn (a) J. Math. Phys. 4,436 (1963); (b) J. Math. Phys. 
4,1499 (1963); (c) J. Math. Phys. 5,1723 (1964); (d) J. Math. Phys. 
5,1730 (1964); (e) J. Math. Phys. 6, 1847 (1965). The present paper 
continues this investigation. 

• G. de B. Robinson, Representation Theory of the. Symmetric 
Group (University of Toronto Press, Toronto, 1961), cf. Chap. III, 
especially. 
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the exact two- and three-body phase space have 
confirmed the error estimates presented in Sec. III. 

The noncovariant form of the phase-space integral 
may be treated by similar methods to those used for 
the covariant form. The noncovariant form is 

This has previously been reduced to l 

JOURNAL OF MATHEMATICAL PHYSICS 

The only essential difference between this and Eq. (9) 
is the factor ocn

. These integrals define generalized 
functions; hence we may replace this factor by n-fold 
differentiation with respect to the energy. Then, using 
the results of the covariant calculation, we may write 

S (E) = ~ fd 2f( )(~)n J1(Ep) 
n (271')2 PP P dE p' 

where 

(40) 

f(p) = IT [2~2~k H~2)(mkP)J. 
k~l Ip 

(41) 

Although the saddle-point method is in principle 
applicable to this integral it is not convenient for 
numerical approximation, because the form of the 
integrand depends upon n. 
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Two general results applicable to the problem of a canonical definition of the Wigner coefficient in U" 
are demonstrated: (1) the existence of a canonical imbedding of Un X Un into Un' and (2) a general 
factorization lemma for operators defined in the boson calculus. Using these results, a resolution of the 
multiplicity problem for U3 is demonstrated, in which all degenerate operators are shown to split 
completely upon projection into U2 • 

I. INTRODUCTION 

AN extension of the techniques of the Wigner­
rt Racah angular momentum calculus (WRC) 
from S U2 to an arbitrary group is a problem of evident 
importance in quantum mechanics, and it has been 
recognized as such since the problem was first formu­
lated in the works of Racah1 and of Wigner.2 A very 
extensive literature3 has developed, especially in 
recent years, and partial solutions (that is, for certain 

* On leave from Istituto di Fisica dell'Uiliversita, Torino, Italy. 
1 G. Racah, Ergeb. Exakt. Naturw. 37, 28 (I 965)(this paper isthe 

published version of Racah's Princeton Lectures, 1951). 
'E. P. Wigner, in Selected Papers on the Quantum Theory of 

Angular Momentllm, L. C. Biedenharn and H. van Dam, Eds., 
(Academic Press Inc., New York, 1965) (this paper is the published 
version of Wigner's unpublished paper, 1940). 

3 Recent references which cite the earlier literature extensively are 
J. G. Nagel and M. Moshinsky, J. Math. Phys. 6, 682 (1965), and 
J. D. Louck, J. Math. Phys. 6, 1786 (1965); see also Ref. 4. 

groups) have been developed.4 The unitary groups 
Un playa special role in this problem, partly for their 
own sake as higher symmetry groups in elementary 
particle and nuclear physics, but more basically as a 
structure sufficiently large to encompass all compact 
groups. Thus, for example, it appears likely, owing to 
the close relationship between the symmetric and 
unitary groups,5 that a solution for Un entails a 
corresponding solution for Sn. 

The present work has as its objective to demonstrate 

• This has been discussed in a series of papers by G. E. Baird and 
L. C. Biedenharn (a) J. Math. Phys. 4,436 (1963); (b) J. Math. Phys. 
4,1499 (1963); (c) J. Math. Phys. 5,1723 (1964); (d) J. Math. Phys. 
5,1730 (1964); (e) J. Math. Phys. 6, 1847 (1965). The present paper 
continues this investigation. 

• G. de B. Robinson, Representation Theory of the. Symmetric 
Group (University of Toronto Press, Toronto, 1961), cf. Chap. III, 
especially. 
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two basic results related to the existence of a canonical6 

solution to the problem of extending the Racah­
Wigner calculus to the complete family of unitary 
groups Un. Earlier [see Ref. 4(d)] it was shown that 
the splitting between the two independent octet 
operators (F and D in Gell-Mann's notation) could 
be extended to all operators in SUa and thereby 
defined a resolution of the multiplicity problem for 
this particular group. As is often the case, a more 
general viewpoint can yield results that are at once 
both simpler to understand and more far-reaching; by 
focusing attention on the complete family of groups 
Un this turns out to be the case here. Accordingly, we 
do not assume any detailed knowledge of our earlier 
papers on this subject and emphasize instead the 
basically simple group-theoretic structure of our 
solution by developing the results directly. 

From a group-theoretic point of view, there is but 
one type of problem that enters in the extension of the 
WRC to any group: this is the problem of labeling 
(uniquely) the irreducible representations (irreps) of 
a subgroup that occur in the restriction to this 
subgroup of an irrep of a larger group. 

Put this way the problem seems rather vague and 
unattractive; let us illustrate the content of the problem 
by considering the "state-labeling problem for SUn'" 
The subgroup to be considered here is the Abelian 
group H (generated by the Cartan subalgebra) of the 
generalized charges, for example, the ordinary charge 
Q and the hypercharge Y for SU3 • For a given irrep 
of SUn' the charges (denoting irreps of H) are well 
known to be insufficient labels. The solution to the 
labeling problem is equally well known: it is the chain 
of subgroups denoted by Un ~ U1 X Un- 1 ~ ••• ~ H 
whose representation labels, by the Weyl branching 
theorem, uniquely label all states belonging to a given 
irrep of Un. The Gel'fand pattern [Ref. 4(b)] is just a 
convenient shorthand to express this labeling induced 
by the Weyl branching law. 

It is tempting to denote this elegant solution to the 
Un state labeling problem as "canonical." In the sense 
in which Artin7 uses this termS this would be incorrect, 
for there are indeed many free choices involved. The 
situation is rather like that discussed by Artin of 
obtaining an affine plane from a projective plane by 
deleting a particular line. A canonical construction has 
to be explained as an equivalence class corresponding 

8 The precise meaning intended for this term is discussed below 
in this section. 

7 E. Artin, Geometric Algebra (Interscience Publishers, Inc., New 
York, 1964). 

8 "The word 'canonical,' or also 'natural,' is applied in a rather 
loose sense to any mathematical construction which is unique in as 
much as no free choices of objects are used in it." (Ref. 7, p. 3.) 

to the designation of a particular U1 , out of the set of 
all equivalent U1 groups, at each stage of the decom­
position. Viewed in this way, it is then proper to denote 
the Weyl decomposition as "canonical." This is 
important, for we regard the Weyl result as the very 
model of a successful labeling, and the results to 
follow are in fact generalizations of this .idea. 

The essential labeling problem to which the exten­
sion of the WRC leads is this: In considering a 
quantum mechanics on the manifold of states be­
longing to Un, the relevant set of operators is that 
which carries any state of any irrep to any other state 
of a (possibly different) irrep. This set of operators 
belongs to the diagonal subgroup of the group 
Un X Un (where we have mapped the adjoint states of 
Un onto Un). The "diagonal subgroup"-denoted 
by Un (2) Un (both the term and notation are due to 
Mackey9)-is that subgroup of Un X Un whose 
elements have the form (g, g) where g E Un. 

One set of labels for this set of operators is induced 
from the group Un; this is the tensor operator labeling, 
determined by the generators of Un. This set oflabels 
is sufficient whenever in the restriction of an irrep of 
Un X Un to Un' every irrep of Un occurs at most 
once. If this is true for every irrep of G X G then the 
group G is said to be multiplicity free (mf). 

The problem of labeling the operators of a not mf 
group is the multiplicity problem to which this paper 
is addressed. Among the unitary groups only U1 and 
U2 are mf. 

In order to resolve the multiplicity problem, one 
possible group-theoretic procedure is that of im­
bedding. The group (taken to be not mf) is embedded 
in a larger group G' such that G' ::;J G and G' is itself 
mf. It appears offhand very unlikely that such a 
procedure could ever be successful but two examples, 
are known: (a) A4 (the alternating group on 4 elements) 
imbedded in S4 (the symmetric group on 4 elements), 
and (b) A5 imbedded in Ra (the three-dimensional 
rotation group). Since these examples are models for 
the work to follow let us consider the first in more 
detail. 

There are four irreps of A4 , denoted by f 0, f 1, f l' , 

and fa of dimension 1, 1, 1, and 3, respectively. Only 
fs is not mf and one finds that: fax fa = fo + 
f1 + f l , + 2fa· 

For S4 there are 5 irreps denoted by f(4)' f(a1) , f(2') , 
f(21')' and f(14) of dimension 1,3,2,3, and 1, respec­
tively. The group S4 is mf. 

To split the multiplicity we note that both f(sl) and 
f(21') yield fa upon restriction to A4 • If we carry out 

• G. W. Mackey, "The Theory of Group Representations," 
lecture notes, The University of Chicago (1955) (unpublished). 
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the multiplication in S4 and then restrict to A4 , we find 
for example 

r(31) x r(31) = r(4) + r(2') + r(31) + r(21') 

1 1 1 I \/ 
~'\t t 

r3 x I'a ro + r 1 + 1\, + 2r3 , 

It is clear that the group S4 allows one to define, 
~roup-t,heoretically, labels for two distinguishable 
~m S4) meps, of A4: r;- and r;- whose "multiplication" 
IS mr, In thIs way the imbedding allows one to split 
the degeneracy and hence affords a group theoretical 
resolution of the multiplicity. 

Now, it should be noted that this model for the 
resolution really demands only that the group G' have 
a sufficiently large set of mf representations to label 
all the representations of G; it is not necessary that 
G' itself be mf. It is this fact which makes the U 
problem solvable, for generally speaking the large; 
the group the larger the multiplicity. 

We are now in a position to categorize our proposed 
solution to the multiplicity problem. We demonstrate 
t~at every irreducible representation of Un may be 
glve.n a suitable set of additional labels by imbedding 
~n m Un X Un whi~h is itself imbedded in a mf way 
I? a totally-symmetrIc representation of U", (Proposi­
tion 1). For such representations of U, the multi­
plication is itself mf (Lemma 5). In con;e~uence, this 
shows that there exists a labeling scheme sufficient to 
split all multiplicity in Un ,1° 

Of itself this is an interesting and suggestive result, 
but it does not suffice for demonstrating the unique­
ness (to within phases and normalization) of the 
W~gner coefficients. For this, we first categorize the 
Wlgner coefficients in Un as projections from U, 
next we show the Wigner coefficients in U to 't,; 
eigenvectors of aU", Wigner coefficient, a~d then 
establish Lemma 7 which explicitly determines the 
eigenvalues to which these eigenvectors belong, for 
all Un. To resolve the multiplicity we demonstrate 
that, for U3 , all operators split completely upon 
projection onto suitable operators in U2 • The results 
for Ua are summarized as Proposition 2. 

In order to make the presentation self-contained 
and precise, we have chosen to depart from the 
discursive style of physics to the more succinct 
"theorem-proof" style. We hope by this to gain in 
clarity-not to imply that the results are necessarily 
mathematically novel. 

10 It has been called !o the attention of the authors by Professor 
M. MoshInsky that a SImIlar type of idea was proposed by T. A, 
Brody, M. Moshinsky, and l. Renero, J. Math. Phys. 6, 1540 (1965). 

II. THE EXISTENCE OF AN ADMISSIBLE 
IMBEDDING 

. In a group .which is not mf, the first ancillary task 
IS to determme and categorize the extent of the 
multiplicity. For Un this was a basic result contained 
in Ref. ~(d): The tensor operators in Un may be 
characterIzed by two Gel'fand patterns each carrying 
the same representation labels in Un' i.e., each Gel'fand 
pattern refers to the same Young frame. ll The two 
GeI'fand labels (one inverted) can be placed one above 
the other in a diamond shaped pattern ~; this 
extended GeI'fand pattern (operator-pattern) then 
characterized all tensor operators in Un in a one-to-one 
fashion. 

. The two Gel'fand patterns, however, play quite 
dIfferent roles; the lower pattern (t-space) is com­
plete~y defined operationally as the tensor operator 
labelmg under commutation with the generators of 
Un. The upper Gel'fand pattern by contrast is not 
(at this stage) a true labeling scheme but rather a 
shorthand to enumerate the multiplicity. 

Nevertheless the notation strongly suggests that one 
attempt to define upper pattern space as the carrier 
space of a Un group. In fact, we had two realizations 
in mind when this notation was introduced, and if we 
elaborate on this it may help to motivate the work to 
follow. 

(a) The first realization lies in the representation 
matrices D~;::l;11ll,)({(;li})' themselves. These matrices 
carry three sets of labels: the irrep labels in U n' 
[min], and two sets of Weyl decomposition labels 
[GeI'fand labels (m), (m') of Un-I]' It is not difficult to 
see that these are precisely equivalent to an operator­
pattern. But now the two spaces (u- and t-space) are 
comple~ely definite: they are each isomorphic to Un 
~nd theIr .generators commute. Hence the representa­
tlo~ matnces may be looked upon as the carrier space 
of Irreps of Un * Un' where the * denotes a direct 
product group modulo the relations that specify that 
the irreps of u- and {-space share the same Un labels 
(Young pattern). 

(~~is may appear complicated but it is really very 
familIar; recall that the D matrices of SU2 are them­
selves orbital irreps of R4 '"'-' SU2 X SU2 • The u-space 
here is just that of the angular momentum in the body­
fixed frame. All these ideas generalize; see Refs. 12 
and 13.) 

(b) The second realization lies in the boson calculus. 

11 An independent proof of this result is contained as a corollary 
to l~emma 7 below, and hence the present work is self-contained. 

L. C. Bledenharn and P. J. Brussaard, Coulomb Excitatioll 
(C):rendon Pr~ss, Oxford, England, 1965), see Chap. 7, especially. 

G. E. BaIrd and L. C. Bledenharn, paper presented at the 
Eastern Theoretical Physics Conference (1963). 



                                                                                                                                    

694 BIEDENHARN, GIOVANNINI, AND LOUCK 

Consider the (creation) operators {aj} which transform 
according to the irrep [1 0] in Un (the dotted zero 
denotes "repeat as often as required"). If we consider 
n distinct copies of these operators we may denote 
them by the set {an. Clearly, the space of the index j 
is isomorphic to that of the index i; moreover, {an 
has the same Young frame [1 0] in both u- and t~space. 
In other words, {an is a realization of the operator­
pattern (1 0); it follows that multinomials on the set 
{a~} may be completely classified by operator-patterns 
as states in Un * Un' 

Both realizations are essential in the work to follow. 
We must emphasize, however, once again that the 
operator-patterns introduced in Ref. 4(d) to enumerate 
the Wigner operators do not designate states of 
Un * Un (since u-space had no group theoretical 
significance there). We should also emphasize that it 
is the operator-patterns in Un which are of basic 
interest, and not so much the special realizations by 
state vectors in Un * Un' (In fact, a notation which 
distinguished these ideas might be better.) 

Let us now consider in more detail Un * Un' The 
first result we wish to assert is almost trivial, though 
necessary. 

Lemma I: The irreps of Un * Un are of dimension 
(dim [min])2, where min are the Young pattern labels 
of the two Un groups, and dim [min] denotes the Weyl 
dimension formula. 

We next establish formulas equivalent to the Weyl 
dimension formula which represent two distinct ways 
to regard Weyl's result, one from the point of view of 
hook patterns, the other in terms of the symmetric 
group and the Schur functions. 

Weyl's result for the dimensionality of the represen­
tation [min] of Un (where mIn' m2n, ... ,mnn denote 
the lengths of the rows of the Young frame) is given by 

dim (min] = II (Ii - lk)![l! 2! ... (n - 1)!] (1) 
i<lc 

with (2) 

Let us now introduce the idea of the hook length hi/' 
of the (ij)th node (box) of the Young frame [min]: 

hik == (min - i) + (m~n - k) + 1, (3) 

where m~n is defined to be the number of nodes (boxes) 
in the kth column of the Young frame [min]' 

The product of all the hook lengths in the Young 
frame is denoted by 

H [minl = IIh 
- ik' (4) 

i,k 

Similarly we introduce a function G(tn'nl(x) defined on 
the Young frame by: 

(5) 
i,f.-

where (i, k) runs over each node of the Young frame 
[min]' 

With these definitions the Weyl dimension formula, 
as shown by Robinson,14 takes the following useful 
and very intriguing form. 

Lemma 2: dim [min] = G[11I i n1(n)!H[tn,nl. 

Next let us discuss the Weyl dimension formula from 
the point of view of Schur functions. I5 We denote 
first by Sr the symmetric functions of the n variables (Xi 

(i = I, ... ,n) which are homogeneous product sums, 
i.e., 

(6) 
i=) 

We define, as usual, the matrix Zr by the form: 

S1 1 0 0 
S2 Sl 2 0 0 

(Zr) == S3 S2 S1 3 0 

Sr-l Sr-2 Sl r - 1 

Sr Sr-1 S2 SI (7) 

and define an immanant of the n x n matrix (ast) 

corresponding to the Young frame [A] (having n nodes) 
to be: 

(8) 
where 

(a) the sum is over all n! permutations S; 
(b) Ps == a1i,a2i2 ... anin and S is the permutation 

(il ... in) of the integers 1 .•. n; 
(c) XP1(S) is the character of the representation [A] 

of Sn' the symmetric group on n symbols. 

With these definitions the Schur function {A} is given 
by 

(9) 

Since, as is well known, the characters of the unitary 
group correspond to Schur functions of the character­
istic roots of the (matrix) representation, we see that 
the dimension formula of Weyl must be the special 
Schur function corresponding to the identity element. 
That is, 

Lemma 3: 

dim [min] = (k!)-l I (n)/{C) . #(C)· x[minJ(c), 
e 

14 See Ref. 5, p. 60. 
1. D. E. Littlewood, The Theory a/Group Characters (Clarendon 

Press, Oxford, England, 1950), see Chap. VI. 
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where 

(a) k denotes the number of nodes in the Young 
frame [min]; 

(b) C denotes the class of the permutations in Sn 
written in cycle structure form, i.e., as a Young 
frame; 

(c) /(C) denotes the number of rows in the Young 
pattern of the class C; 

(d) #(C) denotes the number of elements in the class 
C; and 

(e) X[minl (C) is the character of the irrep [min] of 
Sn for the class c. 

Proof: This is simply a matter of direct substitution 
of (Xi = I (corresponding to the identity element of 
Un) into the definition of the Schur function given 
above. 

Lemm.a 3 is relatively complicated, but it is our 
desired expression for the Weyl dimension formula of 
Un in terms of the symmetric group Sn. It should be 
noted that the hook form gives the Weyl formula in 
factored form, whereas the result above gives the same 
formula as an explicit polynomial on n. Both are 
useful, but our specific application is the following. 

Lemma 4: I (dim[m in])2 = dim [kO]n2, 

where the sum on the left extends over all Young 
frames with 

n 

k = I min 
i=1 

nodes each taken once. 

Proof" Taking the square of dim [min], using Lemma 
3, and summing over all Young frames, one may 
invoke the orthogonality theorem for the characters of 
Sn to eliminate one of the class sums (noting the 
necessity to normalize correctly). 

This yields 

I (dim [min])2 = (k!)-1 I (n2Y(C). #(C). (10) 
C 

But by Lemma 3, the right-hand side is just the dimen­
sion of the irrep [k 0] in Un" and the result follows. I6 

As it stands, this result, Lemma 4, is an interesting­
possibly even rather surprising-relation between 
certain representations of Un and Un'. The real 
significance of this result, however, which we wish to 
emphasize is much more important and we assert it 
as Proposition 1. 

Proposition 1: There exists a multiplicity-free im­
bedding of any representation (m in) of Un * Un in a 
totally symmetric representation [k 0] of U n2, where 
k = Ii=lmin. (Multiplicity-free means here that [k O]n2 

16 Louck, Ref. 3, has independently obtained this result. 

contains each irrep (min), whose Young frame con­
tains exactly k boxes, once and only once.) 

We may readily appreciate the importance of this 
imbedding if we remark now that, 

Lemma 5: The multiplication of the total symmetric 
representation in Un' is multiplicity-free. 

To prove this assertion we use the results of Ref. 
4(d), or simply observe that the fundamental Wigner 
operator [1 0] has this property and that an induction 
on k establishes the desired answer directly. 

m. THE FACTORIZATION LEMMA AND 
APPLICATION TO THE CANONICAL 

DEFINITION OF THE WIGNER 
COEFFICIENTS IN U3 

Proposition 1 and Lemma 5 of the preceding 
section demonstrate that the imbedding of Un in Un" 
allows one to associate with each representation of 
Un * Un a canonical set of labels given by two Weyl 
decompositions. (It is clear that canonical here means 
"to within an equivalence class" in accord with earlier 
comments on the Weyl decomposition.) The set of 
labels in upper pattern space allows one to distinguish 
in Un' and in Un * Un representations of Un (more 
definitely, states in Un' i.e., lower pattern labels) 
which are otherwise indistinguishable. Since this 
extra labelling as well as the multiplication is mf in 
Un 2, we have clearly made progress toward our goal 
in precisely the manner indicated by the example of 
imbedding A4 in S4' 

However, this is not yet enough to assert our desired 
final result; the desired final result concerns itself with 
defining a unique Wigner coefficient, i.e., the matrix 
element of a fully labeled (possibly, though not neces­
sarily, labeled in Un * Un) tensor operator acting 
between states of Un. We have proved, however, only 
that matrix elements of states, all in Un * Un, are 
uniquely fixed-and it is conceivable that in suppress­
ing the extra labels (in some unspecified way) a 
multiplicity could once again be re-established. It is 
the purpose of this section to demonstrate that this 
does indeed occur, and show how the problem is 
resolved for U3 • 

Let us begin once again with an easy result. 

Lemma 6: The matrix element 

<
[k + k' O]e n2) [k' 0]( n') [k 0]( n2)\ 

[A"] [A"] [X] [A'] [A] [A] 
(ti') (m") (/1,') (m') (/1,) (m/ 

== «i:) ~(i:) (i) \ == f(i i: i:) 
m" m' m / m m' mil 
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is a uniquely determined real number fully specified by 
the Un * Un labels. 

Proof" The proof is immediate: one need only note 
that this matrix element is no more and no less than a 
Wigner coefficient in Uno corresponding to unique 
states of totally symmetric representations. [The 
algebraic result is in fact deduced from the fundamental 
Wigner coefficient in Un' as given in Ref. 4(b).] It 
should be noted that f(· .. ) is symmetric under the 
interchange ft ft' ft" +-+ m m' m". 

A Wigner coefficient must now be defined as a 
projection on the matrix element f(· .. ), and this 
projection must suppress all upper pattern labels. 
(Otherwise one is implicitly assuming, without 
justification, that upper pattern labels have a signifi­
cance not demonstrated so far.) Lower pattern labels, 
on the other hand, have precisely the desired signifi­
cance by virtue of the original group Un. This shows, 
moreover, that the projection P(- .. ) must be linear, 
so that we must have the general form: 

i::) peg) (A A: A::) 
m" ft ft ft 

= G(~ !, A")' (11) 
m" 

where G(' .. ) is a Wigner coefficient, possibly complex, 
with (g) labeling the multiplicity. It is easily established 
that this coefficient has the transformation properties 
under Un specified by the (A, m) indices. 

We must now prove an essential lemma concerning 
the matrix element f(· .. ), viewed as a matrix in (ft), 
(m) space. 

Lemma 7: The matrix 

F(ll'A") = (F(,).(.,) = [f(~ !, fill)] A" 
mil 

is real and symmetric and may be brought to diagonal 
form. The orthonormal eigenvectors defined by this 
diagonalization are Wigner coefficients in Un. This 
diagonalization takes the explicit form: 

(

ft ft' 
f A A' 

m m' 

where 

(a) ,:l(U'A") == [X[).'](E)]*· [rr(~7,n + n - ?!)J* 
i~l (Ai.n + n - I)! 

X (dim [A]/dim [1."])*, 

(b) X[).'l(E) is the identity character of [A'] in the 
symmetric group, Sk" 

(c) Un Wigner operators are denoted by 

r r 
/ A' \ and /1.' \ 
\ml \ftl 

in t- and u-space respectively, 
(d) r denotes the set of operator (upper pattern) 

labels in Un or, equivalently, any set in 1-1 
correspondence with this. 

Proof: Let us first state the specific normalization of 
the matrix F; as a matrix element of a (unique) Wigner 
operator in Un" this obeys the usual normalization 
conventions, i.e., the operator is orthonormal and the 
matrix element between maximal states with maximal 
change in irrep labels is defined as + 1. 

The fact that F is real and symmetric has already 
been established. Any such matrix may be brought to 
diagonal form by a real orthogonal transformationY 
Wherever the eigenvalues (necessarily real) are 
distinct this defines unique eigenvectors (to within 
order and phases). 

Next let us note that 

transforms under the group Un X Un as the identity 
component of the direct product (A") X (A) X (A'). 
It follows that f(· .. ) has the general form 

(

ft ft' 
f A A' 

m m' 

A")G(A r A")' (12) 
m" fi ft' ft" 

where the G("') are (orthonormal) Wigner coeffi­
cients in any (canonical or noncanonical, i.e., 
arbitrary) breaking of the multiplicity. It follows that 
the matrix Agg, is square and may be brought to 
diagonal form, thereby defining Wigner coefficients as 
eigenvectors. The main task here concerns the 
explicit evaluation of the (real) eigenvalues, ,:l(AA' A"). 

17 F. Tricomi, Lezioni di Analisi Matematica (CEDAM, Pad ova, 
1948), Pt. 1, p. 317. 
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We establish the validity of the stated result by 
recursion; it is most convenient for this purpose to 
use the language of operators. The matrix element 
F(U' A") is a specific matrix element of the unique 
Wigner operator in Un' which (1) transforms as the 
state (with k' = 1 A;n quanta) 

[k'O](n')\ 
[A'][A'] 
(ft)(m) I 

and (2) induces maximal change in the irrep labels 

of states of U.,. w. denote this opecator as 0 (!) 
The factorization stated by the lemma applies only to 
totally symmetric initial states in Un" and we suppose 
throughout the following that the initial states are 
restricted to this class only. The plan of the proof is 
then the following. The result for k' = 1 (i.e., 
fundamental Wigner operators) is not trivial but can 
be shown directly [or equivalently from Ref. 4(b)]. 
The recursion proceeds by assuming the lemma valid 
for k' quanta and demonstrating that this implies the 
validity for k' + 1 quanta. 

To relate the operators for k' + I quanta to the 
operators for k' quanta, we use the coupling aspect of 
the Wigner operator [1 0] in Un' to couple the oper­
ators for k' quanta and for 1 quanta to form the 
operator for k' + 1 quanta. This step shows that the 
normalized operator for k' + 1 quanta is of the form 

l'>(~') = 1 (k' + l)-lb.([M], [1 0], [M'D 
m' [M](1) 

( ",)!!,) 
(r)(p) 

X I[M'] ([iY6]\ [M]\ 
\(m') (r) I (m)1 

X I[M'] I [iY~]\ [M]\ 
\ (fl') \ (p) I (ft) I 

X o((oH~). (13) 

[The order is essential. The operator l'>(M) acts first, 
then l'>(10); hence the coupling reads in the same 
(right to left) order.] 

By hypothesis, we may introduce the eigenvalue 
expansion for l'>(l 0) and l'>(M) as an operator relation. 
Note that (a) when the ( ... ) act in different spaces 
(t- vs. u-space) the Wigner operators commute, other­
wise not; and that (b) the particular structure of 
b.( . .. ) shows that these operators always commute. 

With these simplifications in hand, the operator l'>(M') 
takes the form: 

o(~) = (k' + Wl[ C~'I:"·") 'I (.~A~:") ,]' 
X 1 b.(M, M')b.([M], [1 0], [M']) 

[M] 
(1).(r1).(rk) 

X 1 (/[M'] l[iY6]\ [M]\ 
(m),(r) \ (m') \ (r) I (m) I 

l(r1)\ ;<rk») 
X \[10]1 \[M] 

(r) (m) 

X 1 (/[M'] l[iY6]\ [M]\ 
("l.(p) \ 0-0 \ (p) I (ft) / 

X <&&])<~i;j»). (14) 
(p) (ft) 

[In this equation, the operator b.(M, M') denotes 
the product of the b. operators for l'>(1 0) and l'>(M) 
and is specified fully by the arguments [M] and [M'] 
once the initial irrep (Ainitiul) is specified.] 

Note that in the coupling [M] ® [1 0] = [M'], the 
irrep labels [M] are specified by [M'] and (y). Note 
also the structure of the terms in this result for 
l'>(M'): each sum in brackets I { ... } specifies, for 
fixed (y), a normalized operator in Un which trans­
forms as [M'], (m'), or [M'] (ft') in t- or u-space, 
respectively. Since such operators are not necessarily 
unique, we may rewrite these sums in terms of an 
arbitrary breaking of the multiplicity 

I[M'] ;<Y?) [M]\/(r~)\;<rk)\ 
(mt(r)\(m') \~r~ (m)/ \[~r~]/ \~~~/ 

/(rt)\ 

=IR(r1rkrt)\[M']/. (15) 
(rt ) (m') 

Here R(r1rkr t) denotes a Racah coefficient in Un, 
defined, by this relation, for an arbitrary breaking of 
the multiplicity. (We have suppressed various indices 
in writing this coefficient in order to simplify the 
notation; this should cause no ambiguity.) A relation 
similar to Eq. (15) holds in u-space. 

Introducing these relations into Eq. (14) and sum­
ming over all (r1) and (rk) [for fixed crt) and (rr)] 
we find from the general orthonormality properties of 
the Racah coefficient18 (independent of the multiplicity 

18 J. R. Derome and W. T. Sharp. J. Math. Phys. 6. 1584 (1965). 
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problem) that the following sum factors out and 
yields 

2 R(r1rkrt)R(r1r"rt) = b(rp r l ,)· (16} 
(r,),(rk ) 

The final step requires the use of the identity 

2 [X[M](E)]!(k ' + 1)-! 
[M] 
(1) , . [iI (M;n + n - i)!) dim [M] J1! 

;=1 (Min + n - i)! dim [M'] 

= [X[lIl'](E)]!. (17) 

This identity can be shown directly by recursion, and 
although hardly an obvious result, need not be proved 
here. 

These results suffice to show that the operator 
O(M') for k' + 1 quanta has precisely the form 
specified by the lemma, if OeM) for k' quanta has this 
form. Hence the lemma is proved. 

Remarks: 
A. The essential point about Lemma 7 is that it 

asserts a general factorization of the boson operators 
of Un * Un into characteristic operators of the Un 
group itself; we refer to Lemma 7 as the "factorization 
lemma for the boson calculus". This result is not only 
interesting from the point of view of structure, but is 
a very powerful tool for actual computations. Lacking 
such a general tool, it was necessary [in Ref. 4(b)] to 
define the fundamental Wigner operators, (1 0), by 
means of the 'trick' of projecting Un+! generators into 
the fundamental operators of Un. It is clear (in 
retrospect) that an uncritical use of the elementary 
boson operators a~ is not fully satisfactory for defining 
(10), precisely because the idea of factorization needs 
to be clarified first. 

B. The occurrence of the character X(E) of sym­
metric group in the eigenvalue expression given in the 
lemma is a direct consequence of requiring the operators 

{I) (~)) to comprise a single Wigner operator in 

Un" The character can be eliminated if we nor­
malized each (A) component of the operator indi­
vidually. Note, too, that the eigenvalue [aside from 
X(E)] is just the ratio of the pattern measures [cf. 
Ref. 4(b)] of the maximal initial and final states. 

The factorization lemma turns out to be basic to the 
systematic development of the boson calculus for Un. 
Let us indicate this by stating a number of assertions 
that result from Lemma 7. 

1. (a) The number of distinct eigenvectors of the 

operator [k 0] in Un' is given by precisely 

2 dim [M], 
[111] 

where the sum is over all lexical patterns in k quanta. 
(b) There are as many eigenvectors (= Wigner 

operators) that transform in Un as the irrep [M] as 
there are states, namely dim [M]. 

2. The dimensionality of the matrix Aug' [cf. Eq. 

(11)] is precisely /([X'], [A] ® [X]), where 1("') is 
the intertwining number.9 

3. The degeneracy structure of the eigenvalues of 
O([M)) exactly parallels the degeneracy structure of the 
state vector of the irrep [M]. Put somewhat differently 
we may assert that 

(state vectors of [M]~ weight vectors) ~ 

(operator (M)~ changes in irrep labels). 

[This equivalence was proved earlier in Ref. 4(d); it 
underlies the enumeration of the Wigner operators 
(M) by operator (upper Gel'fand) patterns which 
specify the changes in irrep labels.] 

4. Every Wigner operator in Un may be obtained 
from the reduction of direct products of fundamental 
Wigner coefficients. An alternative form for this 
result is the assertion that the set of Wigner operators 
{[k OJ} in Un' [equivalently the set of boson (creation) 
operators in Un * Un] yield Wigner operators in 
Un' each operator occurring as an eigenvector once 
and only once. 

The factorization lemma shows that the embedding 
of Un into Un' does not, of itself, resolve the multi­
plicity problem (since the eigenvalues of Lemma 7 
have precisely the degeneracy of the intertwining 
number). Nevertheless the factorization lemma does 
supply the key to the resolution; we demonstrate this 
for Ua in detail and obtain Proposition 2 below. For 
the generalization to Un we refer to a subsequent 
paper.19 

The key to the resolution lies in the splitting of the 
multiplicity under restriction to operators belonging 
to a subgroup. In other words, the multiplicity for 
operators is resolved in a manner analogous to the 
resolution of the state labeling problem-in both, the 
key idea is a branching law. 

It is helpful to introduce a notation. The Us operator 
(M) is designated by the upper pattern labels 

(au au a
22

) == (a) 

19 The assertion of Proposition 2 in our original paper contained 
a serious error, and our original statement of Lemma 7 was incorrect. 
We discovered this error while our paper was being set in type, and 
have revised the present version accordingly (30 December 1966). 
The generalization to Un requires additional considerations which 
appear best treated in a separate paper. 
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and the subgroup labels 

The operator is fully designated by the lexical operator 
pattern 

au 

~ a12 a22 
m23 m33/. 

m12 m22 
mll 

The significance of the upper labels (a) is that they 
specify the changes induced by operating with (M) 
on a definite initial state 1(.1.» 

with 

A _ 1 final 1 ini tial 
Ui3 = lI.i3 - 11.;3 

/),.13 = au, /),.23 = a12 + a22 - au, 

/),.33 = m13 + m23 + m33 - a12 - a22 · 

Operators with the same a12 + a22 induce the same 
changes, that is, the same set {/),.i3}' The resolution of 
this multiplicity (in other words, the significance of 
the a12' a22) is supplied by the following lemma. 

Lemma 8: The Wigner operators (mI3m23m33) in U3 

under restriction to the U2 operators 1\ m13 /\ 
m13 . m33 

split completely. Operators whose upper patterns have 
maximal a12-a22 have a nonzero restriction; all other 
operators have zero restriction. 

Proof' We use the factorization lemma and con­
sider the U2 Wigner operator having the Un * Un 
irrep labels [m13m23m33], 

(m') = (m13 m33) and (11,') arbitrary 
m13 

taken between the initial state (in Un * Un) 

and the final state 

Next, we write this same operator in the form 

(11,') 
C)([m13m23mS3]) == C)([m33m33m33]) 

(m') 

( [

m23 - m33 m23 - ma3 
(8) C) m23 - m33 0 

m 23 - m33 

([
m13 - m23 0 0]) 

(8) l') m13 - m23 0 ' 
m13 - m23 

where we note that the lower patterns are so chosen 
that they multiply by addition of their patterns 
[appropriate (unique, therefore known) Wigner coeffi­
cients are implied for u-space]. 

Now, we apply the factorization lemma to each 
term in the product above, introducing a complete set 
of intermediate (Un 2) states between each operator. 
The scalar operator C)([m33m33m33]) is of course trivial. 
The Un operators 

and (m13 - m230 0) have no multiplicity; explicitevalu­
ation, for the special states chosen, shows that matrix 
elements in t-space completely factor into parts 
dependent on Us and U2 labels separately. It follows 
that the u- and t-space matrix elements themselves 
factor into a single product. 

In other words, for this specific choice of t-space 
states, there exists, by the factorization lemma, but 
one operator. We choose to designate this operator by 
maximal a12-a22 labels. 

Lemma 9: The Wigner operators (mI3m23m33) in 

U3 under restriction to the U2 operators 1\ b12 j\ 
split completely. m13 . m33 

The distinction between this and the previous 
lemma lies in the fact that a more general U2 operator 
is used. The desired result is established by iteration: 
For b12 = m13 we determine all maximal (012-022) 
operators. We next apply the factorization lemma, 
just as before, except this time b12 = m13 - I, and all 
maximal operators are explicitly removed from the 
relation established by the factorization lemma. By 
explicit evaluation of the matrix elements in t-space, 
there now exists again but a single factor. This yields 
all operators [012 - 1, 0 22 + 1]. By iteration we 
obtain all operators having distinct upper patterns. 

Remark: The existence of the splitting demon­
strated above is familiar in special cases. Thus, for 
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example, it is well known that the generators in Us, 
when restricted to [20], have zero components on the 
operators 

/2\ /0\ 
\2.0/ and \2.0/' 

as the lemmas above require. The net effect of Lemmas 
8 and 9 is to assert how this property extends to all 
U3 operators (in particular, the precise subgroup 
operator on which the splitting occurs). Ultimately the 
validity of the lemma hinges on the unique multi­
plication properties of the operator decomposition 
used, as well as the special choice of subgroups. All 
of these features generalize to Un' but to carry out the 

. proof is highly unwieldy without the introduction of 
simplifying techniques. 

It is gratifying that the operators obtained in this 
resolution of the multiplicity are precisely the ortho­
normal operators discussed in our earlier work.20 
In particular, the F and D operators used in high­
energy physics are exactly the canonical operators 

respectively. 

I 
/ I 1 \ 
\2 I 0/ 

and 
/ I \ 

\
20 /' 

210 

We have hence proved our desired result for Us, 
which we assert as a proposition. 

Proposition 2: The matrix 

F", (F,.",,) '" f(~ ~, ") ~" 
m" 

.0 The techniques of the present paper are a great deal more 
convenient than the earlier technique involving conjugation. In 
particular, the operators appear correctly orthonormalized­
automatically. 

is a unique Wigner coefficient defined in the group U3• 

labeled by two Weyl subgroup decompositions of 
Us * Us. The Wigner coefficients of Us are precisely 
the eigenvectors of the transformation which brings 
the matrix F to diagonal form. This diagonal form 
exists since the matrix F has precisely N degenerate 
but nonzero eigenvalues, where N is the intertwining 

number I([A"], [A] ® [A']). The operators corre­
sponding to a degenerate eigenvalue split completely 
upon restriction to appropriate operators in U2 • The 
Wigner coefficients so defined are orthonormal and 
unique to within ordering, and canonical in the sense 
of equivalence classes of Weyl decompositions. 

The generalization of this result to Un is to be 
presented in a subsequent paper. 

Let us ilOte that it is now a straightforward matter 
to determine explicitly not only the Wigner coefficients 
but also the complete family of coefficients denoted 
by "3n - j symbols" in SU2 • For this purpose the 
boson calculus of the {an is ideal (see for example, 
Louck, Ref. 3), and if one combines the boson 
calculus with the pattern calculus of hooks, great 
simplifications can be made. These techniques are to 
be discussed systematically elsewhere. 
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The integrability conditions of conformal motions are written in the null tetrad formalism of Newman 
and Penrose. The maximum order of the group of conformal motions admitted by nonflat empty space­
times of given Petrov type is shown to be at most one greater than the maximum order of the group of 
Killing motions. The symmetries of those empty space-times which possess hypersurface orthogonal 
geodesic rays with nonvanishing divergence are determined. Among these space-times is one of type III 
which admits a group of Killing motions of order three. This provides a counter example to a result of 
Petrov which states that the maximum order of the group of Killing motions for such space-times is two. 

1. INTRODUCTION 

A TETRAD of null vectors l~, n~, m~, and in~, with 
/1', n~ real and m~ complex, satisfying 

l~n~ = -m~l'nl' = 1, 

all other contractions being zero, have been intro­
duced into space-time by Newman and Penrose. l 

Tetrad indices m, n, "', are introduced by con­
tracting tensor indices 11-, v, ... , with the array 

Zm~ = (l~, n~, m~, l'n~). 

These indices are raised and lowered by the "metric" 

o 
o 
o 

o 
o 
o 

-1 

Certain linear combinations of the Ricci rotation 
coefficients2 ym

"1> are used, namely, 

K = Y131' 7r = -Y241' E = t(Y121 - Y3n), P = Yl34 , 

A = -Y244' (X = t(Y124 - Y3H)' a = Yl33 , 

11- = -Y243' (J = tcYl23 - Y343), v = -Y242, 

Y = !(Y122 - Y342), and 'T = Y132' 

These are known as the spin coefficients. If the 
congruence defined by l~ is geodesic, then K = O. 
In this case p + p, Ip - pi, and lal describe the 
divergence, rotation, and shear of the congruence.3 

The tetrad components of the Weyl tensor are 
written as linear combinations of five complex 
scalars "Po, ••• , "P4' The null tetrad can be chosen so 
that the "P's take a canonical form as in Table I. 

1 E. Newman and R. Penrose, J. Math. Phys. 3, 565 (1962). 
• L. P. Eisenhart, Riemannian Geometry (Princeton University 

Press, Princeton, New Jersey, 1925). 
3 R. Sachs, Proc. Roy. Soc. (London) A264, 309 (1961). 

A null geodesic is called a geodesic ray if the 
tangent direction at each point is a principal direction 
of the Weyl tensor. 3 Hence l~ is a geodesic ray if and 
only if "Po = K = O. Goldberg and Sachs have proved 
that a shear-free geodesic ray in empty space is a 
repeated principal vector and, conversely, a repeated 
principal vector is geodesic and shear free. Hence 

"Po = "PI = 0 if and only if a = K = 0, 

"P3 = "P4 = 0 if and only if A = v = O. 

The tangent vector v~ to the trajectory of a 
conformal motion of space-time satisfies the equation4 

L g~v = 21>g~v' (1.1) 
v 

where C denotes the Lie derivative, g~v is the metric of 
the space-time, and 1> = V~~. The first set of integ­
rability conditions of this equation is 

C Cv~/ = 0, 
v 

(1.2) 

(1.3) 

where Cv,J is the conformal Weyl tensor of the 
space-time and Cv~x is defined in terms of the Ricci 
tensor RA~ and scalar R by 

Cv~). = -R).[~;vl + !gA[~R;Vl 
Two special types of conformal motion exist. If 1> is 

a constant the motion is a homothetic motion, and if 

TABLE I. Canonical forms for each Petrov type. 

type principal vectors 

I 
II 
D 
III 
N 

I, n 
I, I, n 
I, I, n, n 
I, I, I, n 
I, I, I, I 

canonical form 

'Po = 'P. = 0, 'PI'P3 "" 0, 9'P~ "" 16'PI'P3 
'Po = 'PI = 'P. = 0, 'P.'Ps "" 0 
'Po = 'PI = 'Ps = 'P. = 0, 'P. "" 0 
'Po = 'PI = 'P. = 'P. = 0, 'P3 "" 0 
'Po = 'PI = 'P. = 'P3 = 0, 'P. "" 0 

• K. Yano, Theory of Lie Derivatives (North-Holland Publishing 
Company, Amsterdam, 1955). 
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rp is zero the motion is a Killing motion. Killing 
motions which generate the symmetries of the space­
time2.4 are used in the later sections of this paper. 

These equations are used in the next section to prove 
the following two theorems. 

Equations (1.1)-(l.3) in the tetrad notation become 

V m;n + Vn;m = lc/YrJmn + V"(Ymsn + Ynsm), (1.4) 

Cmnl,q;S Vs+ CSn2>q VS;m 

Theorem 1: A conformal motion of nonflat empty 
space-time must be homothetic, unless the space-time 
is type N with hypersurface orthogonal (twist free) 
geodesic rays. 

+ Cms2>aV~n + CmnsaV~2> + Cmn2>sV~a 
= iCmnMrp + VS[Crn2>q{Ym'"s + y'"sm) 

+ Cmr2>iy/s + yrsn) + CmnraCY2>rS + yr
S2» 
(1.5) 

Theorem 2: For each Petrov type the maximum 
order of the group of conformal motions admitted in 
nonflat empty space-time is at most one greater than 
the maximum order of the group of Killing motions. 

C",n2>;sVs+ CSn2>Vs;m + Cms2>V
s
;n + Cmns V

S
;2> 

= -Cmn/rp.a + V S[Crn2>(Ymr
s + yrsm) 

+ Cmr2>(Y; S + Y; n) + Cmn,.(Y2>r s + yrS2»]' (1.6) 

In the following sections the equations are solved 
with rp = 0 for those space-times which possess 
diverging hypersurface orthogonal geodesic rays. 

2. MAXIMUM ORDER OF THE GROUP OF CONFORMAL MOTIONS ADMITTED 
BY EMPTY SPACE-TIMES 

Equations (1.4)-(1.6) in empty space can be written explicitly as 

DVI = (10 + €)VI - RV3 - KV4, 

~V2 = -(y + y)V2 - vVs + iiV4, 

dV3 = XVI - aV2 - (,x - /J)V3 , 

~VI + DV2 - trp = (y + y)VI - (10 + €)V2 + (rr - f)Vs + (iT - T)V4' 

dVI + DV3 = (,x + /J + iT)VI - KV2 + (10 - € - p)Vs - aV4, 

dV2 + ~Vs = iiVI - (,x + /J + T)V2 + (p, + Y - y)Vs + XV4, 

dV3 + JV4 + H = (p, + il)VI - (p + P)V2 + (ex. - P)Vs + (,x - /J)V3 , 

V2D"P2 + VI~"P2 - VSJ"P2 - V4d"P2 + irp"P2 + (JV2 - ~V4)"PI + (dVI - DVs)"Ps 

= "PI[VV1 + (27T + f - ex. - P)V2 - AVs + (y - y + il - 2p,)V4] 

(2.1a) 

(2.1 b) 

(2.1 c) 

(2.1d) 

(2.1 e) 

(2. If) 

(2.1g) 

+ "Ps[(,x + /J - 2T - iT)Vl - KV2 + (2p - P - 10 + €)Vs + aV4], (2.2a) 

Vl~"PO + V2D"PO - vsJ"Po - V4d"PO - !rp"Po + 2"Po(DV2 - dV4) + 2"PI(dVl - DVs) 

= 2"Po[(2y - P,)Vl + (10 - € + P)V2 + (7T - 2ex.)Vs + (iT - ,x - /J)V4] 

+ 2"Pl[(,x + /J - iT - 2T)Vl - KV2 + (2p - P + € - €)Vs + aV4], (2.2b) 

Vl~"P4 + V2D"P4 - VSJ"P4 - V4d"P4 - irp"P4 + 2"Pl~VI - dVs) + 2"Ps(dV2 - ~VS) 
= 2"P4[(y - Y - il)V1 + (p - 2€)V2 + (ex. + P - f)Vs + (2/J - T)V4] 

+ 2"Ps[vVl + (27T + f - ex. - P)V2 - AVs + (Y - Y + il - 2p,)V4], (2.2c) 

VI~"Pl + V2D"P1 - VSJ"Pl - V4d"P1 - "PO~V4 + "Pl(DV2 - dV4) + "P2(dVl - 2DVs) 

= "PO[(7T + f)V2 - AVs + (y - y - p,)V4] + "Pl[(2y - P,)Vl + (10 - € + P)V2 + (7T - 2ex.)Vs + (iT-,x-/J)V4] 

+ "P2[(,x + /J - 2iT - 3T)V1 - KV2 + (3p - P - 210 + 2€)Vs + 2aV4], (2.2d) 

Vl~"P3 + V2D"PS - vsJ"Ps - V4d"P4 - "P4 DVS + "PS(~Vl - JV4) + "P2(JV2 - 2~V4) 

= "P4[-(iT + T)Vl + (€ - 10 + p)Vs + aV4] + "Ps[(y - Y - il)V1 + (p - 2€)V2 + (ex. + P - f)Vs 

+ (2/J - T)V4] + "P2[VVI + (37T + 2f - ex. - P)V2 - 2AVs + (2y - 2y + il - 3p,)V4], (2.2e) 
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"P2 Dcp - "PliSCP = 0, 

"P2D.CP - "PaOCP = 0, 

"P20CP - "PID.CP = 0, 

"P2iScp - "PaDcp = 0, 

"PIDcp - "PoiScp = 0, 

"PaD.CP - "P40cp = 0, 

"PoD.CP - "PIOCP = 0, 

"P4 Dcp - "PaiScp = O. 

(2.3a) 

(2.3b) 

(2.3c) 

(2.3d) 

(2.3e) 

(2.3f) 

(2.3g) 

(2.3h) 

In the above, D, D., 0, and is are the intrinsic derivatives defined by Newman and Penrose which satisfy the 
commutation relations 

D.D - DD. = (y + y)D + (€ + €)D. - Cr + w)is - (1' + 7T)0, 

oD - Do = (oc + {J - w)D + KD. - aiS - (p + € - €)o, 

(2.4) 

(2.5) 

(2.6) 

(2.7) 

0D. - D.O = - jj D + (T - oc - {J)D. + XiS + (f-t - y + y)o, 

iSo - oiS = (ft - f-t)D + (p - p)D. - (oc - {J)iS - (p - ~)o. 

If the space-time is not of type N, Eqs. (2.3) yield 
Dcp = D.CP = ocp = O. If the space-time is of type N, 
then the equations yield Dcp = ocp = 0 (the canonical 
form for the "P's is used in each Petro v type). Putting 
cp in Eq. (2.7) gives 

(p - p)D.CP = O. 

Hence if p ¥: p, D.CP must be zero. Now Dcp, D.CP, and 
ocp are all zero only if cp is a constant and the motion 
homothetic. Hence Theorem 1 is proved. 

The order of the group of conformal motions 
admitted by a space-time is equal to the number of 
independent solutions to (1.4)-(1.6) and subsequent 
integrability conditions considered as algebraic equa­
tions in the unknowns V m' V m;n' cp, and CP,m. 4,5 If cp is 
a constant, there can only be one more independent 
solution to the equations than in the case cp = O. This 
therefore proves Theorem 2 for all but type N space­
times with p = p. 

It remains to prove Theorem 2 for type N space­
times with p = p. In this case Eqs. (2.1), (2.2e), and 
(2.2c) are used to obtain all derivatives of V m in terms 
or'D. Va, V m' and cp. Substituting V2 in Eq. (2.4) then 
gives D.CP in terms of D. Va, V m' and cp. The maximum 
possible order of the group of conformal motions is 
therefore 2 + 4 + 1 = 7. This completes the proof 
of Theorem 2. 

5 L. P. Eisenhart, Continuous Groups of Transformations (Princeton 
University Press, Princeton, New Jersey, 1933). 

3. EMPTY SPACE-TIMES POSSESSING 
DIVERGING, HYPERSURFACE ORTHOGONAL, 

GEODESIC RAYS 

The space-times of this section are characterized 
in the tetrad notation by 

"Po = K = 0, P = P ¥: O. 

There are three distinct classes: 

Class A: p2 ¥: aB ¥: 0 (Newman and Tamburino: 
spherical class)6; 

Class B: p2 = aB ¥: 0 (Newman and Tamburino: 
cylindrical class)6; 

Class C: a = 0 (Robinson and Trautman).7 

These metrics have been found by Newman and 
Tamburin06,8 using the coordinate system first 
introduced by Robinson and Trautman.7 In this 
coordinate system the tetrad vectors become 

[I' = o~, 

nl' = or + u o~ + xao~ , 
ml' = wo~ + ~ao~, 

where ~ = 3,4. Equations (2.1) are now solved with 
cp = O. The resulting Killing motions are of physical 

6 E. Newman and L. A. Tamburino, J. Math. Phys. 3,902 (1962). 
7 I. Robinson and A. Trautman, Proc. Roy. Soc. (London) 

A265, 463 (1962). 
8 L. A. Tamburino, Ph.D. thesis, University of Pittsburgh (1962). 
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importance since they describe the symmetries of the Equations (2.1a) and (2.1e) plus (4.1) yield 
space-times. VI = Vl(u) 

4. SPACE-TIMES OF CLASS A and then from (2.1e) minus (4.1) 

The metric of this class is V3 = ("P~VlrL/2a3) + aOr + aiio - ("P~Vl/2a2), 

22 2r2('~)! 2rL 2r3A<,2 + ~2) 4r2A2<,~)i 
g = - + - + ----'-"---'-----=--'-

R2 A R4 R4 

g23 = 4A2(,~)ix3(~ _ (r -. 2~) _ (r - a»), 
. 2a3 2a-R- R4 

24 = 4A2(,,)ix4(~ _ (r + 2a) _ (r + a») 
g 2a3 2a2R2 R4 ' 

- i y! 
g83 = 2(,,) , g44 = _ 2('~) , 

(r + a)2 (r _a)2 

g12 = 1, g34 = g13 = g14 = 0, 

where 

L = ! log. (r + a), a = A<'~)! 
r-a 

with 
A = Bu or B (B is a real constant). 

The spin coefficients used in the calculations are 

E = K = 7T = 0, T = ii + fl, 
p = -r/R2, a = a/R2, 

where 

The "metric variables" used are 

w = -ijJ~L/2a2 + (rwO - awO)/R2, WO = -A('~)t" 
~IZ. = (r~Oa _ a~0a)/R2, ~03 = _i~04 = P = (,~)f. 
Since "Po = ° and "PI =;6 0, Eq. (2.2b) becomes simply 

bVl - DVa = -TVI + PV3 + aV4 • (4.1) 

where aO is independent of r. The imaginary part of 
(2.1c) yields 

~o"a~" - ~o"ii~" + 3a°"P~/4a2 - 3ii°"PU4a2 = 0, (4.2) 

gO"iio - ~Oaao + 3iio,,,0/4a 2 - 3ao'/Jo/4a2 = ° (4.3) 
,1% ,1%,1 Tl , 

while the real part of (2.1 c) yields 

2( 0' -0')/ 5 V2 = r~ -"PI VI - "PI VI 4a 

- L2"P~ijJ~Vl/4a4 - L(ii°"P~ + aOijJ~)/2a 
+ r(2aVla. l - aOijJ~ - ii°"P~)/2a2 

+ (- 2a3a°"P~ - 2a3iioijJ~ + VI "P~ijJ~)/4a4 

+ Lr( - 2a3a°"P~ - 2a3iioijJ~ - Vl"P~¥i~)/4a5 

+ R\ -4a2~0IZ.a~1Z. - 4a2~0IZ.ii~1Z. - 3a°"P~ - 3iioijJ~)/8a3. 

Equation (2.1d) gives 

~olZ.ao + gO"iio + 3ao,,,0/4a 2 + 3iio,,,0/4a 2 = ° (4.4) 
,1% ,ct: '1"1 ,1 , 

-dVl/du - Vla.l/a + ii°"P~/2a2 + aOijJ~/2a2 = 0. (4.5) 

Equations (4.2)-(4.5) are consistent only if 

aO = ° and VI = const A-I. 

There is therefore at most one Killing motion. 
Furthermore, substitution into (2.1g) yields 

VIa. 1 = 0, 

and so the Killing motion exists only when a. l = 0. 
In this case the coordinate Xl is ignorable and the 
Killing motion generates the consequent symmetry. 

5. SPACE-TIMES OF CLASS B 

There are two metrics for this class 

(a) "PI =;6 ijJl (see Refs. 6, 8), 

gll = -4a2(cn2ay)(log. r)2 

- [e + a210g. (r2cn4ay»)/cn2ay, 

g12 = I, g23 = g24 = 0, 

g13 = -4Y[r + 4a2u(cn2ay) log. r), 

g14 = -2(cn2ay) log. r, 

g33 = -r2/2 - 64a4 y 2u2/cn2ay, 

g34 = -8uYcn2(ay), 

g44 = -cn2(ay)/a2, 

where Xl == U, x2 == r, x3 == y, cn(ay) is an elliptic 
function of modulus K = 1/-/"2 and 

Y 
_ a(1 - cn4ay)! + if y > 0, 
- ± "f 0 2-/2 cn(ay) - 1 Y < , 
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with a and e arbitary constants. 

(b) tpl = i[J1 (see Refs. 3, 6, 8), 

gll = - [K + loge (r2y4)], 

g13 = 2r/y, g12 = -1, 

g33 = _r2, g44 = - y2, 

g14 = g23 = g24 = g34 = 0, 

where K is an arbitrary constant. 
Equations (2.1) are solved for these two space-times 

in a similar manner as in the previous section. It is 
found that there are two Killing motions for the 
second metric (corresponding to the ignorable 
coordinates X4 and u) but only one Killing motion for 
the first (corresponding to the ignorable coordinate 
x4). 

6. SPACE-TIMES OF CLASS C 

The metric of this class is 

g22 = 2Uo - 4lr - 21pg/r, 
g12 = 1, g33 = g44 = _2p2jr2, 

gll = g13 = g14 = g23 = g24 = g34 = 0, 

where 

Uo = -p2r 2L, 2yo = -oL/ou, L = log P, 

Xl == U, X2 == r, X3 + ix4 =~, and r == 2%~. 

P is a real function, independent of r, satisfying the 
equation 

(%u + 6yo)1p~ = p2r2uO. (6.1) 

Equations (2.1) together with (2.2) readily yield the 
following information: 

VI = g(u), V2 = - Ug - rg, Va = rfm/p, 

where 
1pgg = 0, (6.2) 

/+ j= fVL + jrL + 2gyO - g, (6.3) 

fVUo + jr Uo = goU%u + 2UOg, (6.4) 

ff7yO + jryo = goy%u + yOg - 19. (6.5) 

Equations (6.4) and (6.5) are integrability conditions 
of Eq. (6.3). 

Equations (6.2)-(6.5) can be solved, but many 
different cases arise and, in order to make the notation 
concise, it becomes necessary to define several 
auxiliary functions. Information is more readily 
obtained by adapting the coordinate system to the 
Killing vectors. The metric is invariant under the 
transformations 

, () , /. [Il' = S'[Il, nil' = nll/s, u = s u, r = r s, (6.6) 

TABLE II. Canonical forms for the function L. 

case set canonical form remaining freedoms 

(i) g = 1 L=L({, ') (6.7) and u' = u + const. 
(ii) /= 1 L=L({ - " u) (6.6) and t= ,+ const. 

(iii) g = 2/= 1 L=L({ + u, ,+ u) u' = u + const. 
" = , + const. 

If 1p~ =F 0, then using (6.5) one can set 1p~ = 1. The 
remaining coordinate freedom is ul = U + const. 
Under (6.6) and (6.7) g' = sg andf' = hi 

Suppose now that a Killing vector exists. There are 
three cases invariant under (6.6) and (6.7): 

(i) g =F 0, f= 0; (ii) g = 0, J=F 0; 

(iii) g =F 0, f =F 0. 

The coordinate system can be adapted to each case as 
in Table II. The canonical form is obtained from 
Eq. (6.3). If 1p~ =F 0, Eq. (6.2) yields g = const. 
By scaling the Killing vector, one can set g = 1. 
Hence the above adapted coordinate systems can 
be chosen and at the same time 1p~ can be set equal 
to unity. 

Equations (6.2)-(6.5) are now solved for each 
canonical form of L. The results are summarized 
below. 

Case (i) with 1J!g = 1 

If rvo = 0, the metric is of type D.S.7 Following 
Robinson and Trautman one can set 

.J2P = 1 - tvo~~. 

Equations (6.2)-(6.5) then yield the four Killing 
vectors, 

V", = c5~ - U 15;' , 
Vm = c5~~rJP - ~!,'r/P, 
Vm = (2 - Uo,2r/P)c5~ + (2 - UO~2r/P)o!" 

Vm = (2 + UO,2r/P)o~ - (2 + UO~2rIP)b!,. 
If r Uo =F 0, one can set UO = , +~. When 

r L =F r L only one Killing vector exists, but if 

r L = PL, two Killing vectors exist, namely, 

Vm = c5~ - Vc5;" and V", = c5~rJP - ,!,rIP. 
(6.8) 

In this last case the field equation (6.1) becomes simply 

(6.9) 

where z = ~ + ~ and L is a function of z alone. A 
singular solution of (6.9) is 

L = t log (z3J6). (6.10) 
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Case (i) with tpg = 0 

If V UO = 0, the space is flat. If V UO ~ 0, one can 
again set UO = , + r When L is given by (6.10) 
with z = , + ~, the following three Killing vectors 
exist, 

Vm = b;' - Vb!, 

Vm = b~r/P - o!,rjP, 

Vm = uo;. - Uub! - rb! + b~r(,/P + b~nr~fP. 
(6.11) 

If L is a function of z alone satisfying (6.9), then two 
Killing vectors of the form (6.8) exist. It is interesting 
to note that it is the singular solution of (6.9) which 
gives rise to the three Killing vectors. Finally, if 
r L ¥= V L, there can exist at most two Killing 
vectors, and if these exist one can set 

L = ! log' + F(z), 

where z = «( + ~)/(, and 

Equation (6.15) has the singular solution 

F = (-iaz3/4)!. 

Case (ii) with tpg = UO = 0 

Since UO = 0, 

L = iG(u)( (, - ~) + H(u). 

(6.16) 

If G(u) = ° the space is flat. Otherwise, one can set 
G(u) = u and then there are at most two Killing 
vectors. Ii these exist, one can set 

H = -2 log u + const 

and the Killing vectors are 

Vm = b~r/P + b!.r/P, 
V m = ub;' - uUb;" - rb;" + b~ r,/2P + b!.r~/2P. 

Case (ii) with tpg = V Uo = 0, UO ~ 0 

One can set UO = €, where € = ± 1 and then the 
general solution to the field equation (6.1) is 

z = 4e2F[(z - I)F + l]. (6.12) p = (€/4y2)! sinh [.u - y2 da - ~)], (6.17) 

The two Killing vectors are 

Vm = b;' - Vb~" 
Vm = ub;' - uVb! - rb! + b~r(,/P + (,!.r~/P. 

(6.13) 
Equation (6.12) has the singular solution 

F = t log (z3/6) 

and this again gives rise to the three Killing vectors. 

Case (ii) with tpg = 1 

If V2UO = 0, then (6.1) implies that L is independent 
of u, a situation covered by case (i). If V2UO ¥= 0, then 
there exists at most two Killing vectors, and if these 
exist L can be set equal to one of the two expressions 

L = log a - ~) + log F(z), where z = a - ~)eau 

or 
L = log F(z), where z = , - ~ + iau. 

In both the above, a is a real constant and i = ( -I)!. 
The field equations in the two cases become 

3a dF = -16F3z ~[F2 _ z2(d
2
F F _ dF dF)], 

du du2 du 2 du du 

3ia dF = -16F3 ~[dF dF _ F d
2
F]. 

du du2 du du du 2 

The two Killing vectors are 

V m = b~r/P + b!.r/P, 
V m = b~, - Vo;,. + ar'b~/2P + ar~b;'./2P 

or 

Vm = O~nr/K + b!.r/P, 

(6.14) 

(6.15) 

Vm = 0;' - Vb;" + iar,b!./4P - iar~b!./4P. 

where .u and yare functions of u alone. The case 
it = Y = ° has been covered in (i). If not both it and y 
are zero, then there exists at most two Killing vectors, 
and if these exist one can set 

y = eau and .u = b, 

where a and bare arbitary real constants. The two 
Killing vectors are 

Vm = o!,r/P + o!r/P, 

V m = b!n - Ua;,. + b!.r(a' - 2iw)/P 

+ '!.r(a~ + 2i€a)/P. 

Case (ii) with 11'2 = 0, V UO ~ 0 

In this case there are again at most two Killing 
vectors, and if these exist L can be taken in one of the 
following forms: 

L = -3 log u + F(z), where z = i€u2a - ~) + a 

(6.18) 
or 

L = F(z), where z = au + a - ~)iE. (6.19) 

In both the above, a is a constant and € = ± 1. The 
field equation takes the form 

z = -4e2Ff 

and has the singular solution 

F = t log (z3/6). 

The Killing vectors for (6.18) are 

Vm = b~r/P + b!.r/P, 

Vm = uo;. - uVb!, - rb!, + b~r'/P + b!.r'/P. 
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The Killing vectors for (6.19) are 

V m = ~!.rIP + ~!.rIP, 
Vm = b!;.. - Vb;' - ~-:"i€ra/P + r5!.iaajP. 

Case (iii) with tpg = 1 or tpg = r VO = 0, VO " 0 

The only metrics which admit more than one 
Killing vector have already been covered by either 
case (i) or case (ii). 

Case (iii) with tpg = VO = 0 

Now 

and the condition for nonflat space is 

j/ + 2FF"# O. 

There are, again, at most two Killing vectors, and if 
they exist F can be set equal to one of the three forms: 

F = [-ba + bd(a + 4)e2b!u+O][a - ade2b(uHltt, 

(6.20) 

where a, b, and d are nonzero constants with a 
imaginary and b real; 

(6.21) 

where a is a nonzero imaginary constant; 

j; = -b + deb(,+ul, (6.22) 

where band d are nonzero constants with b real. In 
each case one Killing vector is 

Vm = r5!;.. - Vb;' + r5-:"r/2P + r5!.r/2P. (6.23) 

The second Killing vectors are 

Vm = _2e2bUr5;" + 2Ve2bUr5;' + 4bre2bU~;' 
_ 153 re-2b'/Pd _ 154 re-2b'IPd m m' 

V m = UO;" - uVr5;' - rb;' - r5-:"r,j2P - ~!.r~/2P, 
Vm = o-:"re-b{/Pd - o!.re-btjPd. 

Case (iii) with tpg = 0, V VO " 0 

Excluding those metrics already covered by cases 
(i) and (ii), it is found that if there exist more than one 
Killing vector then L takes the form 

L = be, + ~ + 2u)/4 + F(z}, (6.24) 
with 

z = [kb/2d + e-h (,+ulJ[kbj2d + e-h(t+ul]-I, 

where k, b, and d are constants with b, d nonzero and 
b real, or 

L = F(z} (6.25) 

with z = [u + {][u + ~]-l. Both of these metrics admit 

the Killing vector (6.23) together with one other, 
namely, 

Vm = -2o;"e-h "/b + 2o;'Ve-hu/b - o;'re-hu 

+ r5-:"rkel~j2dP + o!.rkei{bj2dP 
or 

Vm = uo;,. - uUb;' - rb;' - o!,r{f2P - o!.r~/2P. 

The function F in both (6.24) and (6.25) must satisfy 
the field equation 

(6.26) 

In the discussion of this section emphasis has been 
placed on those metrics admitting more than one 
Killing vector. It is worth noting that Robinson and 
Trautman give examples of metrics possessing only 
one or no Killing vectors. 

7. MAXIMUM ORDER OF THE GROUP 
OF KILLING MOTIONS ADMITTED BY 

EMPTY SPACE-TIMES OF TYPE m 

Equations (2.1) and (2.2) have been analyzed to 
give the maxiinum order of the group of Killing 
motions admitted by empty space-times of each 
Petrov type. The results are in agreement with those 
of Bialas and Bialas9 excepting for type-II and type-III 
space-times. The authors were inclined to believe that 
the discrepancy arose because only the first set of 
integrability. conditions were considered. However, it 
has been shown that the metric of the last section, for 
which V'g = 0 and L = t log a + {)3/6, admits a 
group of Killing motions of order three. This metric 
is of type III and provides a counterexample to the 
Bialas result which states that the maximum order for 
type-III space-times is two. The results of Bialas and 
Bialas are-based on the work of Petrov.10 

8. REMARKS 

It is interesting to see how the use of the tetrad 
calculus helps in solving the problems discussed in this 
paper. Although the first set of integrability conditions 
of conformal motions looks formidable, it becomes 
quite concise and quickly yields any required infor­
mation when simplified by taking the canonical forms 
for each particular Petrov type. It seems reasonable, 
having obtained metrics by the tetrad method, to 
investigate their symmetries using the same methods. 
Here the integrability conditions proved extremely 
helpful, and, of course, they would not have been so 
readily available using the more usual techniques. 

• E. Bialas and A. Bialas. Acta Phys. Polon. 24, SIS (1963). 
10 A: Z. Petrov. Einstein Spaces (Pergamon Press, Inc., New York, 

1964). 
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For space-times of type I it is found that Theorem 2 
can be strengthened so that the maximum orders of the 
groups of conformal and Killing motions are equal. 

Note added in proof' It has been suggested that the 
metrics obtained by Newman and Tamburin06 do not 
exhaust all space-times containing diverging, hyper­
surface orthogonal, geodesic rays (see Sec. 5). One 
of the authors (C. D. C.) has made an independent 
check of the calculations and has found that no other 
metrics do in fact exist. However, the metric (b) was 

JOURNAL OF MATHEMATICAL PHYSICS 

found directly rather than as a limiting case of the 
metric (a) and the g33 component of the metric (a) 
itself was found to be misprinted in the paper of 
Newman and Tamburino. This misprint has been 
corrected here. 
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Mackey's method of induced representations is applied to the strong coupling group G = K· T, 
where K is compact and T is Abelian, to obtain the general irreducible representations. The form of the 
meson-isobar-isobar couplings is obtained by reducing these, with the use of the Peter-Weyl theorem, 
to irreducible representations of the compact subgroup K. The results are applied to the cases: pseudo­
scalar octet mesons, K = SUo @ SUs, T = T •• , and SU6 35-plet mesons, K = SU6 , T = T a5 • Explicit 
representations are obtained which are consistent with mass formulas .At, ex: f.(fI,) - fjCj + 1) and 
.At, ex: G2 in the respective cases. 

I. INTRODUCTION 

I N previous papers1.2 we have exhibited the group of 
the strong coupling theory. The strong coupling 

problem is defined by the equations 

[Aa, Ap] = 0, 

A prz = [Ap, [ . .A(" Aa]], 

A prz = I ApyAy". y 

(1) 

(2a) 

(2b) 

In the above all terms are considered as operators on 

* This work was performed under the auspices of the U.S. 
AtOmic Energy Commission. 
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Predoctoral Fellow. Present address: University of Notre Dame, 
Notre Dame, Indiana. 
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1 T. Cook, C. J. Goebel, and B. Sakita, Phys. Rev. Letters 15, 

35 (1965). 
• C. J. Goebel, T. Cook, and B. Sakita, in Proceedings of the 

Third Coral Gables Conference on Symmetry Principles at High 
Energy (W. H. Freeman and Company, San Francisco, 1966). 

the isobar states. A" is the Hermitian source operator 
of meson CI. and hence matrix elements of Arz are 
proportional to the meson-isobar-isobar couplings. 
A factor g2 has been removed so that Arz is finite . .A(, 

is a diagonal operator whose matrix elements are 
proportional to the isobar mass differences. Here a 
factor of IJg2 has been removed so that .A(, is not zero. 
Matrix elements of Aprz are proportional to the 
scattering amplitude3 Jor the reactions meson CI. + 
isobar ---+ meson fJ + isobar. Equations (2) are called 
the "mass condition" because they restrict the form 
of the mass operator .A(,. However, for some allowed 
mass operators they also restrict the source operators 

A". 
The most general strong coupling problem is then 

solved by finding the (matrix) representations of (1) 
and (2). By (1) the A" may be thought of as generators 

3 C. J. Goebel, in Proceedings of the 1965 Midwest Conference 
on Theoretical Physics (1965). 
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and (2). By (1) the A" may be thought of as generators 

3 C. J. Goebel, in Proceedings of the 1965 Midwest Conference 
on Theoretical Physics (1965). 
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of an Abelian Lie group T whose representations are 
restricted by (2) for a given mass operator. In 
interesting physical cases there exists also a group K 
of symmetry operators on the isobar states, which we 
assume is a compact group. The mass operator ..At, is 
invariant under K. In order that the interactions be 
invariant under the action of this group, the source 
operators must transform as a tensor. That is for 
kEK 

(3) 

where Dpa is the prx matrix element of the operator k 
in the representation, I, to which the mesons belong. 
By virtue of equation (3) if t E T and k E K the 
operator 

t' =k-1 tk (4) 

is an element of T. Mathematically we say that (3) 
defines a homomorphism of the group K into the 
group of automorphisms of T. Thus, we may define 
the semidirect product of K and T 

G=K·T. 

Here any g E G may be decomposed uniquely 

g = kt, 

(5) 

k E K, t E T, where k and t do not commute as in a 
direct product but satisfy (4) instead. 

In this paper we concern ourselves with the case 
K = SU2 @ SUa, T = T24 (octet pseudoscalar meson) 
and the case K = SU6 , T = Ta6 • In the case of 
[SU2 @ SUs] . T24 Goebel4 has considered a mass 
operator of the form5 

..At, = aF2 + bJ2 + C
2
! AiaAipF aF p , (6) 

rx iap 

where Ji and Fa are the generators of SU2 and SUa, 
respectively, and 

rx 2 = I! A;aAia' 
ia 

Such a mass operator can be made to satisfy Eqs. (2) 
if we require either (1) a = 0, b + t).2C = (4oc2)-1 
or (2) a = ).13oc2, b + t).2C = -t).2().13oc2) or (3) 
a = ).13rx2, b + t).2C = [(3/4),) - t).2]().13oc2), where ). 
can be either 1 or 2, and if we require the condition 

where €;;k and f~py are the structure constants of SU2 

and SUa. 
In the SU6 • Ta5 case the operator Aa is the adjoint 

representation of SUu. A mass operator of the form 

..At, oc G2, (8) 

where Ga , rx = 1-35 are the generators of SU6 

requires that the source operators satisfy 

I dapyAaAp = ).ocA y , (9) 
ap 

where daPy are the analogously defined symmetric 
couplings for SUs, 

oc
2 

= t I A"A.. 
a 

and).2 equals either 4/15, 1/12, or O. 
Thus the strong coupling problem has been reduced 

to the mathematical problem of finding those unitary 
irreducible representations of G = K' T which are 
consistant with the conditions on the A's [Eq. (7) or 
(9)]. Fortunately this problem has been solved by 
mathematiciansu by the method of induced repre­
sentation, the mathematical generalization of the 
procedure by which Wigner constructed the represen­
tations of the Poincare group. An advantage of using 
this representation is that its irreducibility can be 
exhibited relatively easily owing to the Mackey 
irreducibility criterion. s However, the usual basis for 
an induced representation does not diagonalize the 
mass operator. To do this we must reduce the induced 
representation to irreducible representations of K, 
which is a symmetry group of the isobar states. This 
reduction can be carried out by using the Peter-Weyl 
theorem7 for obtaining a basis irreducible under K. 
The matrix elements of the source operators with 
respect to such a basis give the explicit form of the 
meson-isobar-isobar couplings. In Sec. II we carry 
out this program for a general case. In Secs. III and 
IV we apply the results to the specific cases mentioned 
before. 

II. INDUCED REPRESENTATIONS 

The method as it applies to our case is as follows. 
Since T is Abelian, any irreducible representation oc 
of T is simply a character of T 

(10) 

(7) where ua is the base vector of the (one-dimensional) 

, C. J. Goebel, in Proceedings of the Conference on Non-Compact 
Groups in Particle Physics (W. A. Benjamin, Inc. New York, 1967); 
Phys. Rev. Letters 16, 1130 (1966). 

• In SCi, @ SUa the latin indices i,j, k· .. run from I to 3 and 
refer to the S U. part; and the greek indices ()(, (J, y ... run from I 
to 8 and refer to the SUa part. 

• G. W. Mackey, "Group Representations in Hilbert Space," 
Appendix to Mathematical Problems of Relativistic PhYSics by 
Irving E. Segal (American Mathematical Society, Providence, 
Rhode Island, 1963). See also R. Hermann, Lie Groups for Physicists 
(W. A. Benjamin, Inc., New York, 1966), Chap. 9. 

7 See for example, L. Pontrjagin, Topological Groups (Princeton 
University Press, Princeton, New Jersey, 1939). 
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representation space of IX; a is an index to label the 
character; and the character Xa(t) is a complex­
valued function with magnitude 1 which satisfies the 
condition Xa(tl)Xa(t2) = Xa(tlt2). The action of K on T 
[Eq. (3)] defines an action of K on the characters of T 
given by 

(11 ) 

The set of all characters which may be obtained by 
applying the elements of K to a particular character 
is called an orbit of K in the characters. The set of all 
elements of K which leaves a particular character ao 
unchanged forms a subgroup of K. This subgroup is 
called the "little group" Ko associated with ao and its 
form depends on the orbit of K to which ao belongs. 

Let (3 be an irreducible representation of the little 
group Ko. 

(3(ko)Ufl = L :DrntCkoWfl" (12) 
111' 

where the Uk1 form a basis for the representation 
space of (3, and the j)rn1(ko) are the matrix elements 
with respect to this basis. We can form a representa­
tion of the group H = Ko . T by taking the direct 
product of the representations IX and (3. 

(J(h)U~lOl = ! Xao(t)j)fI'M(ko)UA,}~, (13) 
211' 

where h is decomposed h = kot, and U~iL is a base 
vector of the direct product space given by U~iL = 
uao ® ut. Call this representation space U. 

Now consider the set offunctions tp on G which take 
values in U and satisfy the property: 

tp(gh) = (J(h-1)tp(g) (14) 

for g E G, h E H. These functions form a vector space 
V with linear combination defined by 

(atpl + btp2)(g) = atpl(g) + btp2(g), 

where a and b are complex numbers, since property 
(14) is preserved by this linear combination. The 
induced representation p of G can be given in this 
vector space V by 

where 
(15) 

Clearly, tp' retains the property (14), and the action of 
p is linear. Also, P(g2)P(g1) = P(g2g1) because 

(p(g2)P(g1)tp)(g) = (P(gl)tp)(g;lg) = tp(gllg;lg) 

= tp[(g~l)-lg] = [P(g2gl)tp leg)· 

Since IX and (3 are irreducible, by Theorem 8.1 in 
Mackey,6 the induced representation p is irreducible 
and specified by the orbit determined by ao and the 
representation L of Ko. 

Now let Kl be a subset of K chosen so that one and 
only one element of Kl is in each coset of KjKo. The 
set Kl does not form a subgroup since Ko is not 
normal, but every k E K may be decomposed uniquely 
into 

k=klko with klEKl,koEKo. (16) 

Because of the restriction [Eq. (14)] on tp, it need only 
be defined on K 1 • We may define an inner product in 
V by the formula 

(tpa' tpb) = 1., dkl( tpa(kl), tpb(k1)), (17) 

and hence, V is a Hilbert space. 
By a straightforward extension of the method for 

finite groupsB a basis for V can be taken as the 
functions tp~~rl defined on Kl by 

tp~~fl(kD = t5(k~, klW'ft}L, (18) 

where t5(k~, kJ has the properties of the Dirac t5 
function, that is, 

L_/kl b(k~, k1)f(kl ) = f(k~). 

Using Eq. (14), one can extend these functions to the 
whole group G; 

tp~~~l1(g) = ! b(k~, kl)xao(t-l)j)fI'1I1(kol)U~~'f, (19) 
.11' 

where g is decomposed g = klkot. The action of G on 
these basis vectors can then be easily shown to be 
given by 

p(g)tp~~~'1 = ! fdk;' t5(k~, k~)Xao(k~'-lktk-lk~') 
ill' 

<0[, (k",-lkk") "oJ. (20) x .V -11' III 1 1 tp",,, M' , 

where k; is given by the decomposition 

Useful special cases of this are: 

P(kl)tp~~{; = tp!f~oll' 

p( ko)tp~~{; = ! j)rl' ill( ko)tp~~[; , 
M' 

p(t).IJ"oL _ Xa(!f')(t).lJ aoL 
Tk,ll1 - ThIll· 

(21) 

(22) 

(23) 

As we have discussed in the Introduction, we wish 
to reduce this representation with respect to the 
irreducible representations of K. To accomplish this 
we define the vectors 

X~~[,(v'M) = f dk D~Ak)*p(k)tp;'tf, (24) 

---
8 M. Iyanaga and M. Sugiura. Algebras for Applied Mathemati­

cians (Iwanami-shoten, Tokyo. 1960) (in Japanese). 
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where Dil is an irreducible representation of K. 
Clearly 

p(k)X:~L(v"M) = I D~'v(k)X:Z!·(v"M). (25) 
v' 

Thus the vectors X:~L(v' M) transform irreducibly 
under the action of the subgroup K. However, they 
do not form a basis because they are in general not 
linearly independent. By the Peter-We),l theorem,7 

p(k)ljJ~~l; = I N(ft) Dev,(k)X~~L(v'M), 
}J VV' 

where N{ft) is the dimensionality of the representation 
ft. Now, using Eqs. (21) and (22), 

p(k)ljJ~~l; = I :D~I' .11(ko)ljJ~~~1" 
M' 

where k is decomposed k = k1ko. If we multiply the 
right-hand sides of these two equations by :Drr .l1",(ko) 
and integrate over Ko we obtain 

_1_ bLL,b.1Lll'ljJ~~~r = I N(ft)DeAk1) I 
N(L) IlVV" v' 

x [f dkoD~"v'( ko):D:f,r cll'( ko)*] X~~L(v' M). (26) 

To evaluate the integral of Eq. (26) we must investi­
gate the way in which Ko is contained in K. The 
components of an irreducible representation ft of K 
have been specified by v. Since Ko is a subgroup of K 
the index v may be written (~LM), where L, M 
specifies the base of an irreducible representation of 
Ko and ~ specifies irreducible representations of a chain 
of subgroups of K which contain Ko , i.e., K ~ K' ~ 
K" ... ~ Ko. Then the matrix D~'v(k) restricted to 
Ko can be written 

Drg'vJl')(~L.U)(ko) = bnriJvL:Dfniko). (27) 

Thus we can do the integral of Eq. (26) and obtain 

noL _ '" [N(Il)]! Dil (k )J..noT. (28) 
ljJk"lI - ~ N(L) v(§LM) 1 'f'l'vl; , 

where 
9:zf = [N(ft)N(L)]!X:~L[(~LM)M], (29) 

and that X:~L [(;LM)M] is independent of M. From 
the definition of X [Eq. (24)] we have 

9~~t = t f dk1 [Z~~;]! D~(§MI,(kl)*ljJ~~~I' (30) 

One may derive the expression 

f dkoD~§LJ[)(k)* D~:(§'L'M,)(k) 
)[(0 

= N:L) b LVb JBI' ~, D~(;L.ll")(kl)* D~:(g' LJ[,,)(k1). 

(31) 

Using this it is easy to show that the 9~~f are ortho­
normal so that they form a basis for the irreducible 
representation (aoL) of G, which exhibits explicitly 
the reduction into irreducible representations ft of K. 
Considering carefully the nonzero coefficients of 
Eq. (30) we see that the representation (aoL) contains 
those representations, ft, which have a component 
(;LM) and with multiplicity given by the number of 
different values that ~ may take on for the same L. 

Now, to obtain the explicit form of the physical 
couplings, we wish to construct the matrix elements of 
the source operators in the above representation. The 
action of Aa on the ljJ's is implied by Eq. (23) 

AaljJ~~~I = aa(kl)v'~~~[' 
Also a(kl) may be expressed in terms of ao by means 
of Eqs. (3) and (11) 

aaCk1) = I D!p(k1)*(aolp • 
fJ 

Using the expansion coefficients of Eq. (30) and the 
above expressions we may write: 

( J..aoL A J..ooL) y f dk [N(ftl)] !DI" (k ) 
'f'1"v'i" a'f'l'v:; = k 1 -- v'WLJ!) 1 

M.p K, N(L) 

x D!p(k1)*(ao)fJ[N(ft)] !D~(§L m(k1)*· 
N(L) . 

With the use of Eq. (31) and the definition .of the 
little group the region of integration may be extended 
to all of K. Then using the well-known results that the 
integral of three D's is two "3-j" symbols we have 

( J..aoL A J..aoL) 
'f'1l'v'I;" a'f'llv§ 

= [N(ft')N(ft)]!a[ft'v'(~/LM)] I(~' I ft) 
7 v' ()( V 7 

X t (ao)p (f~~) ; (~:M»)Y' (32) 

where 

( ... ) • • Y 

is a "3-j" symbol [symmetrized Wigner coupling 
coefficient] for K. Here y is used to distinguish 
different ways of coupling the same representations 
ft', I, ft. The phase a is given by 

D~v'(k) = a(ftvv')D~~,(k)*. 

The expression is independent of M. This is not 
obvious since it comes from the nature of (ao)p. 

III. [SU2 ® SU3] • T24 

In this case, the characters of T24 are specified by 
24 numbers. Thus, the index a should be taken to be 
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a 3 X 8 matrix whose components aill. are the values 
of the generators Aill. in the representation given by 
Eq. (10). The action of K on the characters is given by 

a(k)ill. = 2 Di~.~'II.,(k)*(aO)i·II.'· (33) 
i'r:z' 

Here 1, 8 stands for spin 1 (p-wave), octet. If now we 
make the restriction of Eq. (7) on the generators, we 
restrict the characters by the condition 

(34) 

This condition restricts the character to two orbits of 
K which are distinguished by the two values of A. To 
show this we consider the 3 X 3 matrices 

where the All. are the usual Gell-Mann matrices. 
Condition (34) is then equivalent to the condition 

[ai' aJ = JAIX 2 €;;ka". 
k 

Thus the matrices (I!AIX)ai form a three-dimensional 
representation of the Lie algebra of SU2 • It is well 
known that there are only two Hermitian, nontrivial, 
nonequivalent, not necessarily irreducible three­
dimensional representations; i.e., 2 EB 1 and 3. 
Equivalent representations correspond to points of 
the same orbit since a unitary transformation on the 
ai matrices is the same as the action of the corre­
sponding element of SUa on the aill.' Thus, we have 
two orbits and can choose ao to be given by either 

(ao); = AIX!A i (i = 1, 2, 3) 
or 

(aO)1 = AIXA2 , (aoh = AIXAs , (ao)a = AIXA7 • 

Consideration of 2i Tr (aiai) shows that in the 
former case A = 2 and in the latter A = 1, so the two 
orbits may be distinguished by A. Finally we have for 
A=2 

(35) 

and for A = 1, (aO)12 = IX, (aO)25 = IX, (aO)a7 = IX, and 
all the rest are zero. In this paper we consider only the 
case A = 2. 

By careful consideration of the Lie algebras9 in-

• If we consider the commutators of the A ill. with Vi (i = 1, 2, 3) 
and Yevaluated at the point defined by Eq. (35) we see that the 
algebra of the little group contains that with basis V i and Y, since 
[A,II.' vilIAill.=lI.~ill. = 0 and [Aill., YlIAill.=l1.~il1. = O. The orthog­
onal complement of this algebra in the algebra of SUo 119 SUa 
reduces into three components whose bases form irreducible tensors 
under the action of this algebra. These are (J, - Ii' i = I, 2, 3); 
(F4 + iF., F6 + iF,); and (F4 - iFs, F. - iF,). If each of these 
is adjoined to the above algebra they produced an algebra which is 
larger than that of the little group, since [A13,J,JIAi,,=I1.~i" = iCt.. 
and [A", F4 ± iF.1I A,,,=a6,,, = -i!Ct... Thus, assuming the little 
group is a Lie group we can conclude that the little group is 
generated by v, and Y. 

volved we cali show that the little group in this case 
is generated by 

Vi = J i + Ii, where Ii = Fi , i = 1 - 3, 
and 

Y = (2/J3)Fs ' (36) 

Let us note it by (SU2),v @ (U1)y, where the sub­
scripts refer to the generators. A sufficient chain to 
specify ~ is 

(SU2)J @ (SUa)F ::;) (SU2)J 

@ (SU2h @ (U1)y ::;) (SU2)" @ (UJy. 

Only the invariant 10 of (SU2h is not otherwise 
specified and it may be used for ~. 

In this notation Eq. (30) becomes 

-,-~vYo = '" fdk [N(j)N(fl)]! 
'l'1J.mv10 ~ 1 N(v) 

X Dill (k )*.IlIXVYO mv([ovYova) 1 rklVa' (30') 

Here j, m refer to a representation of SU2 and fl, v to 
SUa. If we recouple V, Va to j and 10 using Eqs. (36) 
Eq. (32) becomes10 

( -,-'IVYO A -,-"vYo ) 
'f'i'jJ'm'v'Io" i2'fJiJl.mv/o 

= [(2j' + 1)(2j + 1)]![N(fl')N(fl)]! 

x ~ (~~, : ~) (:: : :)y (32') 

X (- )(j-i'+!o-I;+v)( - )<m'+I;) X a(l', Y', I~, Yo) 

[ 
-, 8 ] {j' I' V} 

X IX (lo,fl_ Yo) (I, 0) (lo~ Yo) y 10 jO 1 ' 

where the index v has been decomposed in the usual 
way into I, la, Y; 

(: . :) 
is a "3-j" symbol for either SU2 or SUa; 

[: . :] 
is an isoscalar factor for SUa; 

{: . :} 
is a "6-j" symbol for SU2 ; and a is a phase defined by 

D~'v(k) = (-)la-13 a(l', Y', 1, Y)Df,vCk)*. 

10 Here we have slipped into spherical notation for the indices 
i, Ct... In this notation (ao),,, = Ct..( - )"6,-11., where the index Ct.. refers 
to the la value for the 1 = I part of the octet, (ao),1I. = 0 for the 
other components of the octet. 
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The expression for the mass, Eq. (6), becomes in this 
representation for case 3 

.A(, = (2/3rx2){f2(ft) - i[aj{j + I) + b'lo(Io + I)]}, 

(37) 

where a' + b' = 1, a' - b' is arbitrary, and !2(ft) is 
the value of the second-order Casimir operator of 
SUa in the representation ft. 

In the case v = 0; j = 10 and the mass is 

.A(, = (2/3rx2)[f2(ft) - fgj{j + 1)]. (38) 

This mass formula is explored in detail in the reference 
of Ref. 4. 

IV. SU6 • Ta5 

The characters of T~s are specified by 35 numbers 
or a 6 x 6 traceless matrix a whose components ail 
are the values of the operators La D~;<Ga)Aa in the 
representation of Eq. (10). Any such matrix a may be 
diagonalized by the action of K on the characters. 
Thus the orbits of K in the character space are 
specified by the eigenvalues of a. This is a great 
simplification over the case of [SU2 <2> SUa] . T24 

since we now know the most general orbit. Thus ao 
may be taken in general to be 

(ao);; = biia;. (39) 

The restriction (9) on the generators requires that a 
have only two distinct eigenvalues. There are three 
possible ao which satisfy this condition. These three 
cases, along with the associated little group, are given 
below. 

Case (a) 

A2 = 4/15, 

al = (5/6)irx, 

a2 = aa = a4 = as = a6 = -i(5/6)irx . 

The little group is the UI <2> SUs subgroup generated 
by 

s 
Xu; Xi; - ibiiLXkk, i,j = 2 - 6, 

k~2 

where the generators of SU6 are written 

Xii = L D~i(Ga)Ga· 
a 

Case (b) 

A2 = ·/2' 
a l = a2 = mtrx, 

aa = a4 = as = a6 = -Hl)irx. 

The little group is the U2 <2> SU4 subgroup generated 
by 

s 
Xi;> i,j = 1,2; Xii - tbiLXkk , i,j = 3 - 6. 

k~a 

Case (c) 
A = 0, 

al = a2 = aa = (t)trx, 

a4 = as = as = _(t)irx. 

The little group is the Ua <2> SUa subgroup generated 
by 

6 

Xii' i,j = 1 - 3; Xii -lbiiLXkk , i,j = 4 - 6. 
k=4 . 

We consider only Case (a). The induced representa­
tion space is spanned by 

11'::; , 
where p is an irreducible representation of SUs with 
components indexed by a and s specifies the repre­
sentation of UI • In this case, the little group is a 
maximal subgroup, and hence the index ~ does not 
appear. Equations (30) and (32) become 

and 

-Laps _ ~ fdk [N(ft)] t D" (k) aI'S (30") 
'f'"v - -7 I N(p) v(psa) I "Pkla 

ft ). (32") 
(psa) y 

If we use the notation of Young's diagrams to 
specify the representations of SUs and SU6 [example 
(AIA2AaA4) and (AIA2).aA4As), where Al ~ A2 ~ ... ~ 0] 
we can show that the only representations which 
contain the 56 representations of SU6 are 

(a) p = (0000), 

(b) (1000), 

s = -15/2, 

-9/2, 

(c) (2000), -3/2, 

(d) (3000), 3/2. 

Of these only (a) has no state of mass less than the 
mass of the 56. This representation gives the spectrum 

ft 
(30000) 
(51111) 
(72222) 
(93333) 

N(ft) 

56 
700 

4536 
20580 

2G2 

45 
57 

125 
177 
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For an arbitrary compact group it is in general not possible to choose the 3j symbol (hj.j.)"m,m.m. such 
that its absolute value is invariant under every permutation of the j's and of the corresponding m's. 
Still, it is commonly assumed that for SU(3) such a choice is possible. Tn this paper it is shown that 
this assumption is indeed justified. 

1. INTRODUCTION 

FOR the group SU(3) it is often stated that the 
3j symbol (jd2js)r.m,m

2
",. can be chosen such that 

its absolute value is invariant under every permutation 
of the j's and of the corresponding m's.l However, this 
statement requires proof for every particular group 
since it has been shown to be false for S6 (the sym­
metric group on six symbols).2 The purpose of this 
paper is to show that for SU(3) the statement is 
indeed correct. 

We first recall the definition of the 3j symbol 
(jdds)r.m,1Il

2
ma for an arbitrary compact group3 G 

jl(R)m'm,·j2(R)m'm' 

= L [j3]{(jlj2js)r.m,m.ma}*js(R)",;n3(jlj2j3)r.1n,'/nim3' 
ia 

(1) 
where a sum is implied over repeated m and r indices. 
Here [h) is the dimension ofjs, j(R)m"" = U(R),..""}* 
are the matrix elements of the irreducible representa­
tion j of G, and REG. The index m is a generalized 
magnetic quantum number and r is a multiplicity 
index which takes on as many values as the multi­
plicity of g in the Kronecker product jl X j2' Using 
the orthogonality relations for the irreducible repre­
sentations, one obtains4 

Ijl(R)m, m,' j2(R)"" m • .jsCR)>>I3ln3 d R 

= {(jlj2js)r,m,m.ma}*(jl.i2js)r,m,'m2 1113' (2) 

where the integral has been normalized to S d R = I. 
Also, from the definition of the 3j symbols and from 
their unitarity it follows that 

(jlj2js)r,m, ln2majl(R)m, m,' j2(R)"'2 mi j3(R)"'3 ",,,' 

= (jlj2ja)r,1II,'m2m3' (3) 

• Post-doctorate fellow of the National Research Council of 
Canada. 

t Present address: Departement de physique, Universite de 
Montreal, Montreal, P. Q. Canada. 

, J. J. de Swart, Rev. Mod. Phys. 35, 916 (1963). 
• J. R, Derome, J. Math. Phys. 7, 612 (1966). 
3 J. R. Derome and W. T. Sharp, J. Math. Phys. 6, 1584 (1965). 
• W. T. Sharp, Atomic Energy of Canada, Ltd., Report AECL-

1098 (1960). 

For the sake of brevity, we say that the 3j symbol 
(jd2h)r,m,m.m. can be chosen in symmetric form or 
can be symmetrized if 

/(jdda)r,m j m2m./ = /[7T(jljds)]r,lT(m''''2m3)/' (4) 

where 7T(jdd3) can be any permutation of jd2ja and 
7T(m1m2mS) is the same permutation of m1m2mS ' that 
is if Eq. (4) holds for every 7T in Ss, the symmetric 
group on three symbols. In a previous paper2 we have 
shown that if the 3j symbol (jlj2h)r,m,m.m. cannot be 
chosen in symmetric form, then hhh are equivalent 
representations. Thus, in this paper, only 3j symbols 
of the type (jjj)r,m,m2m3 

need be considered. 

2. SYMMETRIZATION CONDITION IN TERMS 
OF CHARACTERS 

It follows from Eqs. (2) and (3) that the unitary 
matrix 

satisfies the following equation: 

(jjj)r,lT(m,m2m3) = M( 7T)/(jjj)r',mlm2 m a' (6) 

From Eq. (6) one sees that M is a representation of S3 
and that the 3j symbol (jjj)r,m,m

2
1Y13 can be chosen in 

symmetric form if and only if the matrices M(7T) can 
be diagonalized simultaneously. Now, the arbitrariness 
in the definiti.on of the 3j symbol (jjj)r,m''''2'''a implies 
that the matnces M(7T) are determined only up to the 
similarity transformation 

M(7T)' = UM(7T)U-1, 

where the unitary matrix U must be the same for 
every 7T E Sa.2 Thus the 3j symbol (jjj)r,,,, '" m can be 
symmetrized if and only if [21] (the only'i;r;ducible 
representation of Ss of dimension larger than one) is 
not a constituent of M, that is, if and only if the 
multiplicity of [21] in M is zero, The multiplicity of 
[21] in M is given by 

1 
m(M, [21)) = - L X[21](7T)XJ1(7T), 

3! 1TESa 
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where ~J(1T) = trace M(1T) and X(21J(1T) is the char­
acter of [21]. One obtains 

m(M, [21]) = HmU X j, j*) - XAf[(3)J}, 

where m(j X ),j*) = J [X i (R)]3 dR is the multi­
plicity ofr inj x j, and where "(3)" denotes the class 
of S3 consisting of the two even permutations (123) 
and (213). Explicitly XM[(3)] is given by 

XM[(3)] = M(123)rr = M(213)/ 

= {(jjj)r.ffllffl2 ffla}*(jjj)r.ffl2fflaffl l 

= fj(R)mlm2j(R)m2maj(R) m 3
m1 dR 

Thus 

= f Xi(R3
) dR. 

m(M, [21]) = t{mu X j,j*) - f Xi(R3
) dR}, (7) 

Using the normalized invariant measure for SU(3) 

dR = (l/31T2)[1 - cos (oc - P)][1 - cos (2oc + P)] 

x [1 - cos (2P + IX)] dlX dP, 

where IX = arg "1, P = arg "2' and -1T « IX, P « 1T, 
one obtains 

f X[A·/l](R3
) dR 

1 ). /l /l+r-sf = -22 2 2 e3imae3inP[1 - cos (IX - P)] 
31T .-=08=0 t=O 

X [1 - cos (21X + P)][l - cos (2P + IX)] dlX dP, 
(9) 

where m = A + '" - r - 2s - t and n = '" + r -
s - 2t. In view of the fact that 

and it is possible to choose the 3j symbol (jjj)r.m
1
m

2
ma 

in symmetric form if and only if may differ from zero only when both P and Q are 
multiples of 3, the right-hand side of Eq. (9) becomes 

(8) 
1 ). /l /l+r- 8 f 

We have already shown2 that, for the irreducible 
representation of dimension 16 of S6, Eq. (8) is not 
satisfied. We now show that Eq. (8) holds for every 
irreducible representation of SU(3). 

3. SYMMETRIZATION OF THE 3j SYMBOLS 
FOR SU(3) 

Let [A,u] stand for the irreducible representation of 
SU(3) which corresponds to the Young diagram of 
(A + "') boxes in the first row and", boxes in the 
second row so that the complex conjugate of [I.",] is 
[,uA]. The multiplicity of [",A] in [A",] x [A",] is easily 
found to be [1 + min (A, ",)].5 Thus 

m([)", ",1 x [A, ",], [A, "']*) = 1 + min (A, ",). 

To evaluate the integral J X[v'1l1(R3) dR we use the 
following expression for the characters of SU(3) 

where "1"2 are two of the eigenvalues of the group 
element R. If R is in the class labeled by "lE2 then R3 
is in the class labeled by EN so that 

X[).·IlJ(R3) = X[~·Il](EM) 
.< /l /l+r-s 

_ ~ ~ ~ 3U+/l-r-28-t)~3(1l+r-.-2t) 
-£., £., £., "1 ~2 • 

r=O 8=0 t=O 

5 B. Preziosi. A. Simoni, and B. Vitale, Nuovo Cimento 34, 1011 
(1964). 

-2 2 2 2 e3im
l1.e3in(J 

41T r=O 8=0 1=0 

x {I + Hcos 3(1X + P) + cos 31X + cos 3pl} drx. dP 
}. /l /l+r-8 

= ! 2 ! F(m, n), 
,.=08=01=0 

where 

F(m, n) = ~(m)~(n) + H~(m + l)o(n + 1) 

+ o(m)o(n - 1) + oem - l)o(n)} + Ho(m - 1) 

x o(n - 1) + o(m)o(n + 1) + oem + l)~(n)} (10) 

and 
~(x) = 0, if x::;f= 0, 

= I, if x = o. 

Since m + n = A + 2", - 3(s + t) = (A - ,u) mod 3, 
the sum 

}. /l II+r-8 
G(p, q) = 2 ! L oem - p)o(n - q) 

,.=08=0 t=O 

is nonzero only if (p + q) = (A - "') mod 3. If 
A = '" mod 3 only the first term on the right-hand side 
of Eq. (10) contributes to the sum. If (X - "') = 
1 mod 3 only the next three terms and if (A - ,u) = 
2 mod 3 only the last three terms contribute. 

Suppose (A - "') = (p + q) mod 3 and", ~ A. G(P,q) 
is then equal to the number of terms in the sum for 
which m = p and n = q. Since our values of p and q 
always satisfy the inequalities 

-1 « p, q ~ 1 and pq::> 0, 



                                                                                                                                    

716 JEAN-ROBERT DEROME 

it follows that 

o ~ s = l(2A + p - 2p + q) - r ~ p, 
o ~ t = Up - A + p - 2q] + r ~ p + r - s 

= ![2(p - A) + 2p - q] + 2r 

for every value of r in 0 ~ r ~ A. Thus in this case 

G(p,q) = 1 + A. 
If A > p, one deduces that 

o ~ r = t(2A + p - 2p + q) - s ~ A, 
o ~ t = i(A + 2p - P - q) - s ~ p + r - s 

= p + t(2A + p - 2p + q) - 2s 

JOURNAL OF MATHEMATICAL PHYSICS 

for every value of s in 0 ~ s ~ p and 

G(p,q) = 1 + p. 

It follows that 

f
A IJ IJ+r-8 

X[A,IJ1(R3
) dR = ~ ~o t~ F(rn, n) = 1 + min (A,p); 

that is, Eq. (8) is satisfied for every irreducible 
representation of SU(3) and the 3j symbols of SU(3) 
can all be chosen in symmetric form. 
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The Huang-Lo~ bootstrap criterion of self-consistency, in the form of Levinson's theorem, is imposed 
on the exact solutIOns of the two-channel Low equation with an arbitrary crossing matrix. It is found that 
this condition, together with a number of dynamical conditions are sufficient to restrict the continuous 
crossing-matrix parameter to discrete values corresponding to an SUo symmetry. 

I. INTRODUCTION 

I N recent years, much interest has been displayed in 
possible bootstrap predictions of internal symmetry. 

Studies have been made using an exact algebraic 
approach,} or approximate dynamical methods. 2 In 
work of the latter kind, a number of classified particles 
is given, and then, by insisting on a self-consistent 
solution, it is hoped that internal symmetries may be 
predicted. It would appear much better to avoid any 
approximations,3 and to obtain an exact solution for 
the S-matrix elements defined by as general a set of 
postulates as possible, and then to impose a criterion 
of self-consistency. This is the approach of this paper. 
The postulates referred to are taken to be analyticity, 
unitarity, and crossing symmetry, each of which is 
considered quite fundamental to any description of 
interactions. The role of crossing symmetry in partic­
ular has been greatly stressed by Wigner.4 It remains, 
of course, highly desirable that the number of dynam­
ical assumptions should be as restricted as possible, 

1 R. Cutkosky, Bull. Am. Phys. Soc. 8, 591 (1963); Phys. Rev. 
131, 1888 (1963). 

• R. Capps, Phys. Rev. Letters 10, 312 (1963); J. Sakurai, ibid. 
10, 446 (1963). 

3 B. Diu and H. Rubinstein, Nuovo Cimento 32,1103 (1964). 
• E. P. Wigner, Phys. Today 17, 34 (1964). 

and as general as possible. It is hoped to show how 
such a set of assumptions, together with the imposition 
of a bootstrap criterion on an exactly soluble two­
channel static model will lead to a prediction of 
internal symmetry. The model to be considered is 
particularly suitable for such a study, as it incorporates 
a general formulation of crossing symmetry. 

This model, with a crossing matrix corresponding to 
the scattering of a particle of isospin 1 by a baryon of 
isospin t, was exactly solved by Wanders.5 Martin 
and McGlinn6 generalized the crossing matrix for the 
model to include a continuous parameter, and, using 
an extension of the technique given by Wanders, 
obtained exact solutions for the two S-matrix elements. 
They had hoped that the existence of solutions satis­
fying analyticity, unitarity, and crossing symmetry 
would be limited to the restricted values of the crossing 
matrix parameter defining SU2 symmetry. This, 
however, proved not to be the case, and further 
self-consistency and dynamical conditions are appar­
ently needed before such a symmetry prediction can be 
made. 

The self-consistency condition to be imposed in this 

• G. Wanders, Nuovo Cimento 23, 817 (1962). 
6 A. Martin and W. McGlinn, Phys. Rev. 136, ISIS (1964). 
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of a bootstrap criterion on an exactly soluble two­
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paper is that the exact solutions, satisfying the gener­
alized crossing symmetry, should also· verify the 
bootstrap criterion proposed by Huang and Low.' 
This condition is essentially that of the Levinson 
theorem of potential scattering.s Huang and Low9 

have shown that this condition is also equivalent to 
the N/D prescription for a bootstrap solution, at least 
in the context of the Low equation. The condition, as 
a general one, has further motivation by such results 
as those obtained by Van Hove10 on the possible 
asymptotic behavior of the S matrix. 

In their second paper,' Huang and Low imposed 
their consistency condition on the Wander's solution, 
and obtained conclusions concerning subtractions, 
cutoffs, and position and location of bound states. 
Also, Huang and Mueller have, using the same cri­
terion, considered the model with the generalized 
crossing matrix, and obtained similar quantitative 
conclusions without recourse to the exact solutions. 
In addition they were able to show that the crossing 
matrix parameter (defined in Sec. II) is restricted to 
values greater than - t. In this paper, it is principally 
sought to generalize the Huang-Low paper and so 
restrict the crossing matrix parameter to that set 
corresponding to SU2 symmetry. To do this it is 
necessary to assume certain results of the Huang­
Mueller paper, for certain cases. 

In Sec. II the mathematical formulation of the 
problem is given, together with the set of dynamical 
assumptions to be made. In Sec. III, the consistency 
requirements are imposed and the solutions restricted. 
In Sec. IV, the results and possible extensions are 
discussed. 

For ease of comparison, the same notation and 
development as that of Huang-Low has, as far as 
possible, been preserved. 

II. FORMULATION 

A. General Solution and Conditions 

We denote the two S-matrix elements for the two­
channel static model by Siw) (Ill = 1,2), where w is 
the energy of the incident particle. 

The momentum of the incident particle is therefore 
given by q = (w2 - I)!. The branch cuts of q in the 
complex w plane are taken to be from 1 to 00 and 
from -1 to - 00, and q is chosen to be real and positive 
just above the cut from I to 00, so that iq is a real 
analytic function in the cut plane. 

? K. Huang and F. Low, J. Math. Phys. 6, 795 (1965). 
8 N. Levinson, Kg!. Danske' Videnskab. Selskab., Mat. Fys. 

Medd. 25, No.9 (1949). 
t K. Huang and F. Low, Phys. Rev. Letters 13, 596 (1964). 
10 L. Van Hove. Nuovo Cimento 25,392 (I962). 

Sa(w) must satisfy, then, the following conditions of 
the model: 

(i) Analyticity, so that Sa is real meromorphic in the 
cut w plane. 

(ii) Elastic unitarity, i.e., Sa has only 1 branch point 
on the positive real axis, which is of the square root 
type at w = 1, the threshold point. Also, the analytic 
continuation of Sa onto the second Riemann surface 
is given by 

S~2)(W) = I/Siw). 

(iii) Crossing symmetry, i.e., Si -w) = LpAapSp(w). 
(Aap) is a real 2 X 2 matrix, and for the type of model 
under consideration has the general form 

1 (-1 21+2) 
(AaP) = (2t + 1) 2t 1 ' (1) 

where t is a real parameter. 
We now write 

SaCw) = 1 + 2iqV(w)haCw), (2) 

where V(w) is a cutoff function, taken to be of the form 

V(w) = K2C/(q2 + /(2)", K> I, C = 0,1,2," '. (3) 

The three requirements for Sa above are expressed by 
the following dispersion relationll for h.: 

(4) 

where p. is the sum of poles located on the real axis 
between the branch points: 

'\.' (Ai' " ,liP) p.(W) = "'" -- + "",A'/l-- , 
i Wi - W Ii Wi + W 

Ai. ~ 0, IWil < 1. (5) 

The above dispersion relation may require one or 
more subtractions to account for high-energy effects. 

The crossing relation ensures that each subtraction 
introduces only one further parameter. 

We impose the following physical conditions on any 
solution: 

(a) Ai. > O. Ai., being the squared coupling constant 
would, if negative, display a ghost state. 

(b) S.(w) have the correct threshold behavior, 

S.(w) --+ 1 + O(q), (6) 
ro-+1 

which requires that h.(l) be finite. 
(c) S.(w) have the correct high-energy behavior, 

which depends on the number of subtractions made in 

11 F. E. Low. Phys. Rev. 97,1392 (I955). 
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the dispersion relation. Since the unitarity condition 
may be written, for the unsubtracted case, as 

1m h" = qV Ih",1 2
, 

so that 
Ih..(w) I ~ IqV(w)I-I(W ~ 1), 

subtractions are needed only if the cutoff factor is 
such that 

lim qV(w) < 1. (7) 
W""oo 

(d) The target particle should occur as a bound 
state in one of the channels, in order that the incident 
particle-target particle coupling constant should be 
nonvanishing. 

(e) No bound state should have a smaller mass than 
that of the target baryon, otherwise there would be an 
inelastic threshold below the elastic threshold. 

(f) The S-matrix elements should not have an 
essential singularity at infinity, in order that the 
asymptotic phase shifts be determinable. 

(g) There should be at most a finite number of 
resonances in the scattering. 

The solution dictated by analyticity, unitarity, and 
crossing symmetry, and obtained by Rothleitnerl2 

may be written thus: 

Sl = U[(B - t - I)/(B + t)]D, (S) 

S2 = UD, (9) 
where 

B = t + i[1T-1log (£0 + q) - (w/q)(J(w)] (10) 

and (J(w) is a real meromorphic and even function in 
the entire £0 plane. 

U(B) _ tan i(1TB) r[i(B + t + l)]r[i(B - t)] 

- tan 1T[t(B + t)] r[i(B - t + l)]r[t(B + t)] 
_ tan l(1TB) Uo(B). 

tan 1T[i(B + t)] 
(11) 

D is an arbitrary real symmetric S-matrix element, 
i.e., 

(12a) 

with the threshold condition, which is then satisfied 
if (J(l) ¥= O. The high-energy behavior is obtained by 
noting that 

D(w) -+ 1 + d1 + d: + ... , (14) 
co-+oo w w'" 

B(w) -+ (i) log £0 - (J(w), 
(0""'" 00 11' 

(15) 

U(w) -+ [1 + _t_J. 
w-+oo B(w) 

(16) 

Hence 

ha = -- -+ £0 -- + - + - + .... Sa - 1 2C-l[ fla dl d2 ] 
2iqV B(w) £0 £02 

(17) 

Since (J( (0) is an even meromorphic function 

(J(w) -+ kw2n (n = 0, ±1, ±2, ... ). (IS) 
w-+oo 

Hence, 
B(w) ~ log £0 if n ~ 0, 

B(w) ~ w2n if n > O. 

The number of subtractions required in (4) is deter­
mined by the values of c, n and the numbers dt , 

d2 ,'" • 

For the case of K subtractions we must have that: 

if c = to + K): no condition on (J( (0) 
and D(w); 

if c > HI + K): n > c - t(1 + K), (19) 

plus a condition on D(w). 

B. Bootstrap Conditions 

For £0 ~ 1, we write 

Siw) = exp [2i()aCw)], (20) 

D(w) = exp [-2iO(w)], (21) 

(B(w) - t - l)/(B(w) + t) == exp [-2ilp(w)], (22) 

U(w) = exp [2ip(w)], (23) 
D(w) = D( -(0), 

D*(w) == D(w*), 

D(2)(w) = l/D(w). 

(12b) where b(w), 0(£0), ?p(w), and p(w) are real. The 
representations of Eqs. (22) and (23) are valid since 

(12c) B(2l(w) == -B(w) + 1, and so 

The postulates (f) and (g) above imply that D may be 
represented in the form 

D(w) == II 1 - irmq II (1 - a"q) (1 + a;q) , 
m 1 + ir mq .. (1 + anq) (1 - anq) 

Imrm == 0, Rea .. > O. (13) 

The normalization D - 1, q - 0 is chosen to comply 

11 J. Rothleitner, Z. Physik 177. 287 (1964). 

U(2)(W) = + l/U(w), 

()l(W) = p(w) - 0(£0) - ?p(w), 

()2(W) = p(w) - 0(£0). 

Using the representation (13) 

0(£0) = I tan-1 (rmq) + I tan-1 2
qI;a .. 2 

m .. 1 - q lanl 

(24a) 

(24b) 

(25) 
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1p may be verified to be given by 

cot 1p = -[2/(2t +l)][7T- l log (w + q) - (w/q)P(w)]. 

(26) 

We use the notation fl.(1. = (1.(00) - (1.(1), so that, by 
the above, the phase shifts for each channel may be 
written as 

fl.t51 = fl.cp - fl.1p - M), 

fl.t5 2 = fl.cp - fl.O. 

(27a) 

(27b) 

The Huang-Low bootstrap criterion hence becomes a 
condition for fl.O, fl.cp, and fl.1p. 

It is easily verified that 

fl.O/7T = M+ - M_ + t(m+ - m_), (28) 
where 

M ± = number of an's in (13) with Iman ~ 0, 

m± = number of r m's in (13) with r m ~ 0. 

In Appendix B of the Huang-Low paper it is shown 
that 

(29) 

KY being the number of roots of the equation B{ w) = 
y. The following theorem, vital to the ensuing analysis, 
is also proved, but is here, again, only quoted: 

(i) There is no root of B = Y on the imaginary axis 
except for y = 0. 

(ii) There is no root on the real axis Iwl > 1 for 
any y. (30) 

(iii) Ky = ILy . 
(iv) Ky is independent of y for Iyl ~ t. 
(v) Kl = 1 - '/I + max(Zp, Pp) 

where " = {I if (:J(w) has a pole at w = ° (31) ° otherwise 

and Zp' Pp are respectively the total number of zeros 
and poles of (:J(w) on the physical sheet, and so are 
given by 

Pp = 2(N + N+ + N~), 
Zp = 2(n + N + N+ + N_). 

(32) 

Here, N ± = number of poles of P( w) on the real axis 
w> 1, with positive or negative residues. 2N = 
number of poles of (:J{w) not on the real axis Iwl ~ 1. 
It may also be shown by precisely similar methods 
that for Iyl < t, Ky = Ko. This result is also used. 

C. Location of Bound-State Poles 

SaC w) has the same poles as ha' plus the poles of 
Yew), which are of order c, located at w = ±i{K2 - l)~. 
The poles on the real w axis between ± 1 must 
conform to 

The poles of Sa(w) can occur only at the poles of D, 
of V, and the roots of B = -t. 

The poles of V(B) in the physical region lie at 

B= +t, 

B = ±(2n + 1), n = 0, 1,2' . " (33a) 

B = ±(t - 2n - 2), n = 0, 1,2' ... 

The zeros of V(B) in the physical region lie at 

B = ±2n, 

B = ±(t - 2n - 1), 

n = 0, 1,2,"', 

n = 0,1,2,···. 
(33b) 

Unless t is an integer, there cannot be an infinite 
number of cancellations among these zeros and poles. 
For t integer, tan 7T(tB)/tan 7T[tcB + t)] becomes a 
symmetric S·matrix element and can be absorbed in 
D, leaving U = Vo with a finite number of zeros and 
poles, provided only that B = y has a finite number of 
roots for each y. B = y has no roots on the imaginary 
axis except for y = 0, and therefore unless t is an 
even integer greater than 2, the cutoff poles must 
occur in D. 

In order that the pole terms of Sa have the required 
structure, poles of D must occur only at: 

(1) ±i(K2 - 1)~; 
(2) roots of V = 0; 
(3) real roots of B = t + I, lying between w = ± 1, 

and that 
(4) there must be zeros of D at all complex poles of 

V and 
(5) there must be zeros of D at all bound-state poles 

of V. 
The residues of bound-state poles in Sa have the 

opposite signs to those in haCw) since iq < ° for 
Iwl < 1. Denoting by Aa the effective coupling con­
stant, which in terms of the actual squared coupling 
constant, Aa , is given by 

The connection between poles and bound states is 
shown in Table I. 

III. NECESSARY BOOTSTRAP CONDITIONS 

We now restrict the solutions by imposing the 
Levinson's theorem form of the bootstrap criterion, 
thereby obtaining necessary bootstrap conditions. 
By means of these conditions, the solutions for t 
noninteger are excluded. 

We need the following lemma, which is proved in 
Appendix B. 
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TABLE I. Conditions for bound-state poles. 

bound-state energy channel conditions coupling constants 

o 1,2 or both either U = CJ:i, D = 0 or U = 0, 
D = CJ:i and UD has a simple 
pole 

21 + 1 
A, - A2 = - 21 Res UD 

0< IWol < I Wo in I, -Wo in 2 either (a) Wo is a pole of U, A2 = (21 + 1) Res UD 
D = 0 and U D has a simple pole 
or (b) Wo is a pole of D, U = 0 
and U D has a simple pole 

A _ [B(Wo) - 1 - 1 
,-ResUD B+t 

- 2(1 + 1)J 
Wo in 1 B + 1 = 0 (simple zero) UD ~ 0, UD 

or CJ:i A, = -(21 + 1) Res B + t 
Wo in 2 B - t - 1 = 0 (simple zero) 

UD = CJ:i (simple pole) A2 = U(B = t + 1) Res D 

Lemma: Writing V(B, t) = exp [i2/f'tCw)], then for 
n = 0, 1,2,"', 

D./f't = ° if t E (2n - s, 2n + s), 0::::;; s < t, 
D./f't = D."P if t E (2n + 1 - s, 2n + 1 + s), 

0::::;; s < t, 
D./f't = iD."P if t = t(2n + 1). 

It is necessary to examine each of these three possible 
cases individually. 

A. The case Ilcp = 0 

By (27) we may now write 

D.c5I = -M) - D."P, 

D.c52 = -D.O. 

The bootstrap criterion then takes the form 

D.O/7T = b2, (35a) 

(35b) 

where bl , b2 are respectively the number of bound 
states in channels 1 and 2. 

We further write 

bl = UIO + blt + PI, (36a) 

b2 = U20 + b21+t + P2' (36b) 

where UlO is the number of bound states in channel 
1 at the roots of V = 0, blt is the number of bound 
states in channel 1 at the roots of B = I, PI is the 
number of bound states in channel 1 at the poles of 
(B - t)V, U20 is the number of bound states in channel 
2 at the roots of V = 0, b21+t is the number of bound 
states in channel 2 at the roots of B = 1 + t, P2 is the 
number of bound states in channel 2 at the poles of 
(B - t)V. Now, for all values of t, V has poles at the 
roots of B = t, and for all values of 1 other than a 
positive even integer, has zeros at the roots of B = O. 

We therefore first consider the case when t is non­
integral and hence write 

V = [B/(B - t)]V(B). (37) 

By (28) we may write 

D.O/7T = ic + CD.Oo + D.Ov + D.O_t + D.Ot+1)/7T - iX, 
(38) 

where D.OO/7T is the contribution to D.O/7T from zeros of 
B = 0, D.O_t/7T is the contribution to D.O/7T from 
zeros of B + 1 = 0, D.01+t/7T is the contribution to 
D.O/1T from zeros of B - (I + 1) = 0, D.OV /1T is the 
contribution to D.O/1T from zeros and poles of V, and 
t X is the contribution to D.O /1T from "extra zeros" of 
D. X is, of course, either zero or a positive integer. 
Consider the roots of B = - t. Let there be K-tR real 
roots and 2K_tc complex roots. Therefore K-tR + 
2K_ tc = K_ t . Every complex root must be canceled 
and some or all of the real roots may be canceled by 
zeros of D. 

Suppose K~tR real roots are canceled. Then 

D.O_t/1T = - K_tc - tK-tR' (39) 

as is seen from (28). Also 

(40) 
Therefore 

D.O_t/1T = t(blt - K_ t ). (41) 

Consider the roots of B = 1 + 1 (t -:;6 -1). Let 
there be K1+tR real roots and 2K1+tc complex roots. 
Therefore K1+tR + 2K1+tc = K1+t· 

Poles of D may be placed at the real roots but not 
at the complex roots. Suppose K;+tR of the real roots 
are canceled by poles of D. Then 

(42) 

(43) 

(44) 
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Consider the roots of B = 0. There is always a root 
at w = 0, unless (J(w) has a pole at the origin. We 
therefore designate the number of roots as follows: 

at w = 0: (1 + 2mo)t5 yO ' where v is as given in (31) 
and mo is a positive integer or zero. 

at w -¥- 0: 2KoR real roots, 

Therefore 

2KoI pure imaginary roots, 
4Koc complex roots. 

(1 + 2mo)t5yO + 2(KoR + KOI + 2KoC> = Ko. (45) 

Let there be a factor [(1 - iq)/(l + iq»)" of D to 
cancel some of the roots at w = 0, and let there be 
poles of D such as to cancel 2K~R' 2K~I' 4K~c of the 
other roots. Hence, the contribution to 6.(}/7T from 
the B factor of V is 

Using inequalities (48)-(51) we obtain 

2[6.(}O/7T + 6.(}V/7T] S [l + lKo + z] 

+ [(KVR + 2Kvc) - (ZVR + 2Zvc)]' (55) 
But 

6.'1p/7T == (UIO + bIt + PI) - (u 20 + b21+t + P2) 

( 
26.(}_t ) = UIO + ~ + K_t + PI 

But 
- (u 20 + 26.01+t/7T + P2)' 

U20 + 26.(}l+t/7T + P2 

= tc + (6.(}o + 6.0v + 6.(}_t + 6.01+t)/7T - lX, 
so that 

26.(}1+t!7T 

= c + 2(6.00 + 6.(}v + 6.(}_t)/7T - X - 2(U20 + P2). 

(46) Hence 

Suppose V(B) has 2KvR real roots; 4Kvc complex 
roots; 2ZVR real poles; 4Zvc complex poles [V(B) has 
no pure imaginary zeros or poles). D must have zeros 
at all the complex poles. Suppose D has zeros at 
2ZVR of the real poles. Suppose D has zeros at 4K;oc 
of the complex roots. Suppose D has poles at 4K;oR of 
the real roots. Therefore 

MJV/7T = tKYR + Kyc - tZVR - ZVc· (47) 

BV(B)D can have at most a simple pole at the real 
roots and cannot have a pole at the nonreal roots. 
Therefore 

K~c ~ Koc , (48) 

(49) 

(50) 

Let z be the number of pairs of simple poles of 
BV(B)D located at some or all of the nonzero roots of 
B = 0, V = 0, and the poles of V. Then 

K~R - KOR + KfoR - KVR + ZVR - ZYR S z. 
(51) 

In the neighborhood of the origin BD,-.., W
X where 

x = (1 + 2mo)t5vo - 2s. For the target particle to be a 
bound state of the model, we must have x = -1. This 
is satisfied only when 

s = 1 + mo, 

v = 0. 
From Table J, 

UlO + U20 + 1',1 + P2 = 2z + 1 . 

(52) 

(53) 

(54) 

6.'1p/7T = -c + K_t 

- 2(6.00 + 6.0V)/7T + (ulO + U20 + PI + P2) + X; 

therefore using (55) and (54) 

-6.'1p/7T ~ c - K_ t + [-l + lKo - z) 

+ [(KVR + 2Kvc) - (ZVR + 2Zvc)] - X. 

Therefore from (29) we obtain 

° ~ c + [Ko - K_ t - lKd + [(KVR + 2Kvc) 

- (ZVR + 2Zvc)] - t - z - X. 

V(B) has zeros at the roots of 

B = ±2nl, ni = 1,2, ... 
and 

B = ±[2(n - n2) + s - 1], n 2 = 0, 1,2, .... 

V(B) has poles at the roots and 

B = ±(2na + 1), na = 0, 1,2, ... , 
and 

B = [2(n - n4) + s - 2], n4 = 0, 1, 2, ... , 

where 

t = 2n + sand ° < lsi < t, n = 0,1,2, .... 

We therefore see that 

[(KVR + 2Kvc) - (ZVR + 2Zvc)] 

= Kl - Ks = Kl - Ko, n -¥- 0, 

= ° for n = O. 

The above inequality hence becomes 

° ~ c - tKl - t - z - X, 
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i.e., using (32) 

° :$; c - (N + N+ + N_) 
- max (0, n) - 1 - z - X. (56) 

From this inequality follow, as shown in Huang­
Low's paper, the following two theorems. 

Theorem 1: There exists no bootstrap solution 
satisfying an unsubtracted dispersion relation. 

Theorem 2: For a once subtracted dispersion 
relation, a bootstrap solution must have c = 1. If 
further, the target baryon is required to be a bound 
state, then P(w) = Po, where Po is a nonvanishing 
constant. 

We now consider the once subtracted solutions, so 
that c = 1, P(w) = Po '" 0, KI = 1, s = 1. From (56), 
also X = z = 0' and hence by (54) UlO + U20 + PI + 
P2 = 1. But UIO + U20 '" ° since the target baryon is 
required to be a bound state in at least one of the 
channels. Therefore PI = P2 = 0. Therefore 

(uIO ' u20) = (1,0) or (0,1). (57) 

For Po < 0, 

Ko = KI = 1 => !l.1p/1T = 0. 

(See Appendix B of the Huang-Low paper.) Therefore 

bl = b2 = 1 

by (57). For Po > 0, 

Ko = KI + 2 => !l.1p/1T = 1. 
Therefore 

bl = b2 + 1. 

Therefore by (57), either 

(bl , b2) = (1,0) or (2, 1). 
But 

!l.()V/1T = b2 - (!l.()O/1T) - tb2IH - tbIt , 

while for 

and 

Po < 0, !l.()O/1T = t and bUH + bIt = 1, 

Po > 0, !l.()O/1T = t or 1 

b21+t + bIt = 1 or 0. 

(58) 

(59) 

Therefore in either case !l.()V/1T = 0, t, 1, I t. But K~R :$; 

KVR ' Z~R = ZVR' and so 

!l.()V/1T :$; t(KVR - ZVR) = 0, or t 

(B - Y = ° has no imaginary or complex zeros for 

r '" 0), 

Therefore in all cases K~R = KVR ' Z~R = ZVR' 
Denote the countable set of zeros of V(B) by 
{Zi}' Denote the countable set of poles of V(B) by 
{Pi}' Write 

Zi = (1 - ZDl, Pi = (1 - p~)l. 
Then D(w) contains as a factor, the infinite product 
of terms 

IT (1 - ~q/Zi) IT (1 + ~q/P j) • 
i (1 + ,q/Zi) ; (1 - ,q/P;) 

None of the terms can be canceled in the expressions 
for Sa. But these products are divergent in the 
supposed domain of analyticity of D, since 

B(w) = t + i[1T-l{Og (w + q) - w/qpo]. 

Therefore 

dB_!..[!_~J 
dw - q 1T 1 - w2 • 

Therefore B is either monotonically increasing or 
decreasing in the neighborhood of the threshold 
w = + 1. If W.v is such that B(wN) = N, then IWNI-- I 
as N -- r:t) 

). B(WN) 1 ( 2 ! 
1m ---- as N -- 00, SN = 1 - WN) , 

N-+oc; N 
where 

SN/I/N ~ - Po '" 0. N-+oc; 

The zeros of V occur at the roots 

w~1) of B - (2n + 2) = 0, 

(60) 

W~2) of B - (2n + 1 - t) = 0, n = 0, 1, 2, .... 

But 
1 + Z(1) 2Z(1) 
__ ""n:.... = 1 + n. 

1 - Z~1) 1 - Z~l) 

Therefore by (60), 

2Z(1) 
n ~ fJ 

1 - Z~1)/(2n + 2rI N-+oo - 0, 

(1 + Z~1) 
1] (1 - Z~1) 

is divergent. Similarly, 

(1 + Z~2» 
1] (1 - Z~2» 

is divergent. Likewise, poles of V occur at the roots 

p~l) of B - (2n + 1) = 0, 

B - (2n + 2 - t) = 0, n = 0, 1, 2, .... 
As above, 

. (1 - p~» 

1] (1 + P~lI) 
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diverge. This shows the infinite product factors of D 
to be not absolutely convergent at the origin, and so 
contradicts the analyticity conditions for D. The 
solutions for noninteger t lying in the given ranges 
must hence be rejected. 

We now obtain the solutions for t = 2n, n = 1, 
2, .... We may now put V = Vo. V now has poles at 
the roots of B = 0, and so we write V(B) = 
[l/B(B - t)]V(B). D must have zeros at all the 
imaginary and complex roots of B = O. 

With an analogous notation to that used above, 

6.()0/1T = -ts -HK~R + KOI + 2Kod, (61) 

,Mv/1T = t(KVR - ZVR) + (Kvc - ZvJ· (62) 

If z is the number of pairs of simple poles of V(B)D/ B 
located at some or all of the nonzero real roots of 
B = 0, V = 0, and the poles of V, then 

KOR - K~R + KJ,'R - KVR + ZVR - ZVR S z. (63) 

Suppose DIB R:! W
X as w "-' O. Then 

2s -(1 + 2mo)ovo = x. 

Again we require that x = -1. We must have that 
s = rno and y = 0 

2(6.()0 + 6.()V)/1T = -S-(K~R + KOI + 2Kod 

+ [(KVR + 2K vc) - (ZVR + 2Zvc)]; (64) 

therefore, using (63), (64), and K~c S Kvc ' 

2(6.()0 + 6.()V)/1T S [+t + z - tKo] 
+ [(KVR + 2Kvc) - (ZVR + 2Zvc)]' 

Now, 
[(KVR + 2Kvc) - (ZVR + 2Zvc)] = K1· 

Finally, 

2(6.()0 + 6.()V)/1T S [t + z - tKo + Kl]' (65) 

As before, 

6.'IJl/1T = -c + K_t - 2(6.()0 + 6.()V)/1T 

+ (UI0 + Uao + PI + Pa) + X, 
and so 

t(Kl - Ko) S c - K_ t 

+ [t + z - tKo + K1] - 2Z - 1 - X, 
i.e., 

o S c - tKI - X - z - t (assuming t -:;6 0). 

This inequality is identical to (56) and so Theorems 1 
and 2 follow immediately. 

For the case of one subtraction, we may therefore 
set c = 1, f3(w) = f30 -:;6 0, X = z = 0, Kl = 1. For 
f30 < 0, Ko = Kl = 1, therefore s = 0, 

:. 6.'IJl/1T = 0, :. b1 = b2. 

But 
UIO + U20 + PI + P2 = 1. 

However, PI + P2 -:;6 0, since w = ° is a bound-state 
pole of V. Therefore UIO = U20 = 0 and (PI' P2) = 
(1,0) or (0, 1). 

Also 

K~+tR = 1 = K1+t, 

K'-tR = t = K_t · 

K~R = K~I = K~c = O. 
Since 

6.()/1T = 1 = t + 6.()/1T then 6.()V/1T = t, 
KVR = ZVR + 1 = ZVR + 1 = K VR ' 

D has zeros and poles at all the poles and zeros of V. 
But 

B n-l [B + 2K + I][B - 2K - 1] 
U=--II . 

B - 2n K=O [B + 2K][B - 2K] 

Denote the roots of B = N by W.v, N = 1,2, ... , 
and write SN = (1 - wjy)t. We now have 

D = (1 - iq/K) (1 - iq/S2n+l) (1 + iq/S2n) 

(1 + iq/K) (1 + iq/S2N+l) (1 - iq/S2n) 

X IT (1 - iq/S2k+l) IT (1 + iq/S2k) . 
k=O (1 + iq/S2k+l) k=O (1 - iq/S2k) 

By Table I, the effective coupling constant squared for 
incident particle and target baryon is given by 

Al = - (4n 4: 1) Res UD 1"'=0 

= + 4n + 1 K + 1 1 1 + S2n+1 1 - S2n 
8n2 K - 11/1T - f30 1 - S2n+l 1 + S2n 

x II -- II 2k+1II 2k; 
n-l (2k + 1)2 n-l 1 + S n-l 1 + S 
k=1 2k k=O 1 - S2k+l k=1 1 - S2k 

(66) 

therefore, Al > O. Similarly for the bound state in 
channel 2 at the root of B = 2n + 1 

A2 = (4n + 1) K + S2n+l S2n - S2n+l IT ~ 
K - S2n+l S2n + S2n+l k=1 2k + 1 

x IT S2k+1 + S2k+l IT S2k - S2n+l. (67) 
K=O S2k+l - S2n+l k=1 S2k + S2n+l 

We have found a bootstrap solution for t = 2n, 
n = 1, 2, .... We try now 

(Pl'P2) = (0, 1), (bIt, b21+t) = (1,0). 

K'-tR = K{HR = 0, 

KVR = KVR ' ZVR = ZVR' 

D = (1 - iq/K) IT (1 - iq/S2k-l) IT (1 + iq/S2k) . 

(1 + iq/K)K=o(1 + iq/S2k+l) k=I(1 - iq/S2k) 
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The effective coupling constant squared for the bound 
state in channel 2 is 

A2 = (2t 2: 1) Res U D Iw~o 

= _ 4n + 1 IT (2k + 1)2 __ 1 _ K + 1 

8n2 k~l 2k ! _ f30 K - 1 
Tr 

x IT (1 + S2k+l) IT (1 - S2k) ; 
k~O (1 - S2k+l) k~1 (1 + S2k) 

therefore A2 < 0, and the solution is unacceptable. 
Suppose now that f30 > 0, so that Ko = 3. If 

(PI' P2) = (1,0), (blt , b21H) = (1, 1), 
then 

~() =! + ! + (~()o + ~()v) = b
2 

= 1, 
Tr 2 2 Tr 

(~()o + ~()v)/Tr = 0. 

But 

~()o/Tr = -is - t(K~R + K~I) - K~o, 

K~o = 0. 

For f30 < l/Tr, KOR = 1 and we must have K~R = 
KOR . For f30 = I/Tr, S = rno = 1. For f30 > l/Tr, 
KOI = I and we must have K~l = K01 • In all cases 

~()/Tr = -t, 
~()v/Tr = 1, 

ZVR = ZVR' KVR = KVR = ZVR + 1. 
Hence, 

D(w) = (1 - iq/K) (1 - iq/S2n+l) (1 + iq/So) 

(1 + iq/K) (1 + iq/S2n+l) (1 - iq/So) 

X fr (1 - iq/S2k-l) IT (1 + iq/S2k) . 

k~1 (1 + iq/S2k_l) "~1 (1 - iq/S2k) 

The effective coupling constant squared for the bound 
state and W2n in channel 1 is 

Al = -(4n + 1) Res UD I 
B + t W~W2n 

= _ (4n + 1) fr(2k - 1)(4n - 2k + 1) 

8n2 k~l 2k(4n - 2k) 

(1 + S2,,/K) (1 + S2n/S 2n+l) (1 - S20/S0) X -'---.c....-~....:.. ~---'---=.!!!.-=~ .0..._--=""---= 
(1 - S2n/K) (1 - S2n/S2n+l) (1 + S20/S0) 

X IT (1 + S2n/S2k-l) IT (1 - S2n/S 2k) 

k~l (1 - S2n/S21c-l) k~1 (1 + S2n/S2k) 

X Res 1 I . 
B + 2n W~W'n 

But 

If 

while 

B'(w) = ~[Tr-l - ~J 
q 1 - w 2 

1 
f30 > -, So > 1S2n 

Tr 

S2n > S2k' S2k-I' Al < 0. 

If f30 < l/Tr, So < 1 while S2n < S2k' S2k-l, again 
Al < 0. Hence, the assumed distribution of bound­
state poles gives an unacceptable solution. Try now 

bl = 1, b2 = 0, 
so that 

(PI' P2) = (1,0) and (blt , b21+ t) = (0,0), 

Tr 

therefore, as before, K'-VR = KVR ' Z~R = ZVR. 
Hence, 

D = (1 - iq/K) (1 + iq/S2n) (1 + iq/So) 

(1 + iq/K) (1 - iq/S2n) (1 - iq/So) 

X IT (1 - iq/S2k_l) IT (1 + iq/S2k) . 

k~l (1 + iq/S2k-l) k~1 (1 - iq/S2k) 

The effective coupling constant this time is 

A = _ (4n + 1) R U D I 
1 4n es W~O 

4n + 1 K + 1 1 - S2n 1 - So 1 
= ---- --- ---

since, 

8n
2 

K - 1 1 + S2n 1 + So! _ f30 
Tr 

1 - So ° A ° -1-->' 1>· 
- - f30 

Tr 

For this distribution of bound-state poles we have a 
solution. For the case t = 0, Uo(B) ::= 1 

SI = [(B - I)/B]D, S2 = D. 

But then it is seen that if w ::= ° is a pole of S2 , it is at 
least a double pole of SI , and so cannot be interpreted 
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as a bound-state pole for either channel. This concludes 
the discussion of the 6.cp = 0 case. 

B. The Case tJ.rp = tJ.1p 

Consider the case for 

an analysis of the polology off the real line. They show 
that the number of bound-state poles in channel 1 is 
1 and in channel 2, either 1 or O. Therefore assume 
bI = 1 and b2 = 0 or 1. 

6."P/7T = 0 or 1. 

t = 2n + 1 + s, 0 < lsi < t. 
We now write 

so that the bootstrap criterion becomes 

(69) For 6."P/1T = 0, Ko = KI and we obtain from (72) the 
original inequality, (56), from which Theorems 1 and 
2 follow. To obtain this then, we require that the 
target particle appears as a bound state and that each 
channel has the same number of bound states. The 
other conclusions of these are no solution without 

6.(J/7T = bl , 6."P/1T = bi - b2. 

Equations (36)-(55) remain valid. Again,-

6."P/7T = (uiO + blt + PI) - (U20 + b21+t + P2) 

= (uiO + 26.(J_t/1T + Kt + PI) 

(70) a subtraction and cutoff may then be drawn, together 
with the exclusion of the noninteger case. 

- (u20 + 26.()Ht/1T + h). 

But now, 

UIO + (26.(J_t/1T) + K_t + PI 

= tc + (6.()0 + 6.(Jv + 6.()_t + 6.()t+I)/1T - iX, 

6.()_t/7T = UlO - K_ t - Pi + tc 
+ (6.00 + MJv + 6.0t+I)/1T - iX, 

so that 
2 

6."P/1T = C - K_ t + -(6.00 + 6.0v ) 
1T 

- (u lO + U20 + PI + P2) - X. 

Then, proceeding as before we find the following 
inequality: 

o ~ c - i - iKI - Z - X 

+ [(KVR + 2Kvc) - (ZVR + 2Zvc)]' (71) 

The zeros of V(B) now occur at the roots of 

B=±2n1 , nl=I,2,"', 
B = ±(2n - 2n2 + s), n2 = 0, 1,2, .... 

The poles of V(B) now occur at the roots of 

B = ±(2n3 + 1), n3 = 0, 1,2, ... , 

B = (2n - 2n4 - 1 + s), n4 = 0, ... , 

(KVR + 2Kvc) - (ZVR + 2Zvc) = Ko - K1 , 

and the above inequality becomes 

o ~ c - i + Ko - ~Kl - Z - X 
or 

(72) 

o ~ c + N+ - 3N_ - N - max (ni 0) - z - X. 

It is impossible to draw any conclusions from this 
inequality. We therefore try to incorporate the con­
clusions of the Huang-Mueller paper, thereby using 

For 6."P/1T = 1, Ko = KI + 2, and so from (72), 

o ~ (c + 2) - (N + N+ + N_) - max (n, 0). 

We may also take c = 1, 

N + N+ + N_ + max (n, 0) ~ 3. 

Also n + N + N+ + N_ ~ O. The parameters nl , 

N I , N+, N_ then all take a limited number of finite 
values. However, we now have 

(UIO, blt ,Pi) = (1, 0, 0), 

(U20' b21+t, P2) = (0,0,0), 

(ulo + U20 + PI + P2) = 1 = 2Z + 1, 

z = 0, irrespective of the value of KI • 

Also, 

since t > t; 
6.01+t/7T = ib21+t => Kl+tR = 0, 

1 = 6.0/7T = l + (6.00 + 6.0V)/1T - lKI - tv, 
2(6.00 + 6.0V)/1T = 1 + KI + X. (73) 

But 

2(6.00 + 6.0V)/7T ~ [t + tKol + Ko - KI = i + KI , 

X ~! - tKI , 

o ~ X ~ 2, 1 ~ KI ~ 5. (74) 

Writing (73) explicitly 

s + (K~R + K~l + 2K~c) + KYR + 2Kyc 

- ZYR - 2Zvc = 1 + KI + X. 
But 

s + (KOR + KOI + 2Koc) + KVR + 2Kvc 

- ZVR + 2Zvc = i + tKI • 

Subtracting, 

(KOR - K~R) + (KOI - K~I) + 2(Koc - K~c) 

+ (KVR - K yR) + 2(Kvc - KT•c) 

- (ZVR - ZYR) = ! - tKl - X ~ 2, 
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by (74). But, in order that unwanted bound-state poles 
should not occur 

K~c S K oC ' K~I S K 01 , Kvc S Kvc, 

K~R S KOR ' KVR S KVR ' ZVR S ZVR, 

KVR S 2 + KVR , ZT'n S 2 + ZVR; 

therefore all but at most two of the infinite number of 
real zeros and poles ,of V must be canceled by D. 
B( w) is a real analytic function in the cut plane and 
so is continuous on the interval (-1, 1) in which 
B( w) = y has at most five roots, and at least one. 

Hence there exists a neighborhood (1 - A, 1) in 
which B(w) is a monotonic continuous function 

B(w) ~ + 00, if (J(l) < 0, 
('0-+1-

B(w) ~ - 00, if (J(l) > 0. 
ro-+l-

Suppose, without loss of generality B(w) -+ + 00. 

Let WN be the largest real root of B(w) = N. The set 
of roots {wN} is therefore an infinite countable se­
quence. But 

i.e., 

lim WN = 1, 
N-+oo 

lim B(WN) = 1, 
N"'oo N 

SNIN -+ -(J(l) ¢ 0. 

[(J{w) does not have a pole at w = 1, since 'V = O.J 
D(O) possesses the factor 

IT(PN - 1), 
N (PN + 1) 

where N = (2n + I), n = 0, 1, .... But 

PN - 1 2 
~--=I- , 
PN+I PN +l 

and 

2/PN + 1-+_2_ ¢ 0. 
l/N -(J(l) 

The product diverges as do the other infinite products. 
The solution is therefore rejected. Suppose now that 
t = (2n + 1), n = 0, 1,2, .. '. Inequality (71) re­
mains valid, but since s = 0, 

(KVR + 2Kvc) - (ZVR + 2Zvc) = 0. 

Hence, again we have (56), from which Theorems I 
and 2 follow. For one subtraction we may therefore 
set 

c = 1, (J(w) = (Jo ¢ 0, X = z = 0, KI = 1. 

As before, PI = P2 = ° and (uIo, U20) = (1,0) or 

(0, 1). Suppose firstly that (Jo < 0. In this case 
KI = Ko and the roots of B( w) = yare all real and 
simple. Since flv41T = 0, then bi = ba (75), i.e., there 
are the same number of bound states in each channel. 
We now have 

( ) (1,0) (b b ) (0, 1) 
UtO, U20 = CO, 1) ¢? It, 21+t = (1, 0) • 

In either case, bi = b2 = 1, i.e., there is only one 
bound state in each channel. 

MJ/1T = l + [(.Mo + fl()V)/1T + Hblt + bal+t)] - 1 
(fl()o + fl()V)/1T = i· 

Since 
fl()O/1T == l, 

!!.()V/1T = 0, or KVR = ZVR' 

But K~R S KVR while Z~R ~ ZVR since KVR == 
Zvn, K;'R = KVR = ZVR = Z~R' i.e., D must have 
simple poles at all the zeros of V and simple zeros at 
all the poles of V. Assuming that (bIt> b2Ht) = (1,0), 
so that there is a bound state at w = ° in channel 2, 
and a bound state at W2n+l in channell, then gives 

D = (1 - iq) (1 - iq/K) 

(1 + iq) (1 + iq/K) 

IT
n (1 - iq/SaK) (1 + iq/S2K-l) 

X . 
K=l (1 + iq/S2K) (1 ..... iq/SaK_l) 

Then calculating the effective incident particle­
target particle coupling constant squared given, in 
Table I, by 

Aa == [(2t + 1)/2t] Res U D 1.,,=0' 

we find that Aa < 0, and so this solution is unaccept­
able. Assuming that (b lt , baHt) = (0, 1) so that the 
target particle appears as a bound state in channell, 
while a bound state at the root of B = 2n + 2 appears 
in channel 2. We now have 

D = (1 - iq) (1 - iq/K) (1 - iq/San+2) (1 + iq/S2n) 

(1 + iq) (1 + iq!K) (1 + iq!San+t) (1 - iq/San) 

IT" (1 - iq/S2K) (1 + iq/S2K-I) 
X , 

K=l (1 + iq/SaK) (1 - iq/S2K_l) 

from which we calculate the two effective coupling 
constants squared to be 
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A2 = 4(2n + 1) S;n+2 (1 + S2n+2) K + S2n+2 
W2n+2 (1 - S2n+2) K - S2n+2 

S2n+1 - S2n+2 IT ( 2K ) 
X S2n+1 + S2n+2 K=l 2K + 1 

x IT (S2K + S2nH) (S2K-I - S2nH). (75b) 
K=l (S2K - S2n+2) (S2K-I + S2n+2) 

Clearly Al > 0, while for flo < 0, B(w) is monotoni­
cally increasing on the interval (0, I) and so A2 > 0. 
This solution is then an acceptable bootstrap solution. 
We now investigate the case when flo > 0, so that 

KI = 1, Ko = 3, and !1'IjJ/7T = 1, 

b1 = ba + 1, 
(76) 

i.e., there is one more bound state in channel 1 than 
in channel 2. If as before, Wo denotes the nonzero 
root of B == 0, then for flo < 1/7T, Wo is real between 
w = ± l. For flo> 1/7T, Wo is pure imaginary. For 
flo = 1/7T, all three roots coincide at w = 0. We must 
have (u10 ' U20) = (1, 0) and either (blt , b21+t) = (0, 0) 
or (1, 1), i.e., either b1 = 1, b2 = ° or b1 = 2, b2 = 1. 
However, !1()0/7T + !1()v/7T = 1, in both cases. 
But !1(}0/7T = i or 1 while !1()V/7T S; 0. Therefore the 
only possibility is that MO/7T = 1, i.e., K~R + K~I = 
1 and 

KVR = ZVR = ZVR = K VR ' (77) 

Again, D has simple poles at all the zeros of V, and 
has simple zeros at all the poles of V. For (blt , b21+t) = 
(1, 1), 

D = (1 - iq) (1 - iq/K) (1 - iq/So) (1 - iq/S2nH) 

(1 + iq) (1 + iq/K) (1 + iq/So) (1 + iq/S2n+2) 

lI
n (1 + S2K) (1 - S2K 1) 

X . 
K=l (1 - S2K) (1 + S2K-l) 

For the bound state at w = W2n+1' Table I requires 
that 

Al = _ (4n + 3) Res V D I 
2(2n + 1) B + 2n + 1 w=w2n+t' 

which is easily verified to be negative. This solution is 
therefore rejected. Consider the case (bIt' b21+t) = 
(0, 0) so that 

D = (1 - iq) (1 - iq/K) (1 + iq/S2n+1) (1 - iq/So) 

(1 + iq) (1 + iq/K) (1 - iq/S2n+1) (1 + iq/So) 

X IT (1 + iq/S21..) (1 + iq/S2K_l) . 

K=I (1 + iq/S2K) (1 - iq/S2K-l) 

The effective incident particle-target particle coupling 
constant is then given by 

Al = 4n + 3 V(O) Res BD I 
2(2n + 1)2 w=o 

= 2( 4n + 3) (l _ fl ) K + 1 IT ( 2K )2 
(2n + 1)2 7T 0 K - 1 K=I 2K - 1 

X S2n+1 - 1 So + 1 IT (1 + S2K) (1 - S2K-l). 

S2n+l + 1 So - 1 K=l (1 - S2K) 1 + S2K-l 

(78) 
This is positive since 

(l/7T - (Jo) > ° ~ fl lor 0> 0. 
So - 1 -

We therefore have an acceptable bootstrap solution. 

C. The Case Arp = lAIjl 

It remains to considerthe solutions for t = i(2n + 1), 
n = 0,1,2,···. Now 

!1t5I !1'IjJ!1() 
-=----=-b1 , 

7T 27T 7T 

!1t52 = !1'IjJ _ !1() = -b
2

• 

7T 27T 7T 

The bootstrap conditions are now that 

!1'IjJ/7T = b1 - b2, 

!1()/7T = t(bi + b2), 

Equations (36)-(55) are still valid, but now 

[(KVR + 2Kvc) - (ZVR + 2Zvc)] = Kl - K1 , 
J>. 

(79) 

(80) 

for n even, 
= 0, for n odd. 

Suppose w is such that 

7T-1 log (w + q) = (w/q){J(w), 

7T-1 log (-w + q) = -(w/q){J(w), 

7T-1 log (-1) - 7T-1 log (w + q) = -(w/q){J(w). 

The only roots of B(w) - i = ° are at w = 1, there­
fore Kt = 0. Now, 

( 
2!1()_t K ) ( 2!1()1+1 ) 

U10 + -;- + -t + PI + U20 + -7T- + P2 

2(!1()0 + !1()v) 2!1()_t 2!1()1+1 = c++ -- + -- - X, 
7T 7T 7T 

UlO + 1120 + PI + P2 + K_ t 

2(!1()0 + !1()v) 
= c + - X, 

7T 
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2z + 1 + K_ t - C + X ~ [t + tKo + z) 

+ [(KVR + 2Kvc) - (ZVR + 2Zvc»), 
i.e., 

o ~ c + tKo - K_ t - X - z - t 
+ [(KVR + 2KVc) - (ZVR + 2Zvc»)' 

This inequality becomes 

o ~ c + tKo - KI - X - z -t, n = 0, (8Ia) 

o ~ c + Ko - KI - X - z - t, n odd, (8Ib) 

o ~ c + tKo - 2KI - X - z - t, n even. (8Ic) 

'From the last inequality, for n even, we are able to 
derive Theorems I and 2, and so exclude the solutions, 
since there is no infinite number of cancellations among 
the zero and poles of V for this case. 

For the first two inequalities it is impossible to draw 
any conclusions without recourse to the results of the 
Huang-Mueller paper. 

This we do by assuming that either 

bI = b2 or bI = b2 + 1. 

Then, from (79), either ~tp/7T = 0 or 1; i.e., either 
KI = Ko or Ko = KI + 2. For both (8Ia) and (8Ib) 
we have 

o ~ c - tKI + t - X - z. 

From this, with the single assumption stated above, 
Theorems I and 2 follow, and the solutions are ex­
cluded by the nonanalyticity of D(w). 

IV. DISCUSSION 

We have applied the bootstrap criterion of Huang 
and Low to the two-channel static model, and found 
that only for values of the parameter t, correspon~ing 
to an internal SU2 symmetry, can acceptable solutIOns 
be found. In addition, the possible distributions of 
bound-state poles have been found to be limited to 
one in channel 1 and either 1 or 0 bound-state poles 
in channel 2, the target baryon occurring as a bound 
state in channell. 

It is of considerable interest to note that a similar 
solution to that obtained in Sec. III for t = I and for 
p < 0 was obtained by McGlinn and AlbrightIS, using 
the condition that there be a minimum total number of 
zeros of both S-matrix elements. 

Even after the imposition of the consistency con­
dition: there remain two undetermined constants, 
namely K, which arose from the assumed cutoff 
function, and p, which may be thought of as an 
effective subtraction constant. As discussed in the 
Huang-Low paper, this nonuniqueness of the final 

18 W. McGlinn and C. Albright, Nuovo Cimento 27, 834 (1963). 

T=2 
T=1 

-----l-4----!;3--:-~2--:-:;--1 --1I---t--22-3 

n 

n 

FIG. 1.(a) The coupling constan~ squa~ed f<;,r th~ target baryon 
as a function of the parameter flo, with incident ISOSpln 1,~, 3, 4, 5, 6. 
(b) The coupling constant squared for the bound state In channel 
2 for incident isospin 1, 2, 3, 4, 5, 6. 

solutions may be a manifestation of insufficient 
account being taken of high-energy effects and other 
channels, only considered by means of the cutoff. 
The necessity of a cutoff indicates, in fact, that the 
solutions depend sensitively on the high-energy 
behavior. It would be interesting to investigate the 
extent to which the assumed dynamical properties, for 
example, the form of the cutoff, are necessary to obtain 
the conclusion that t must be a positive integer. In 
this connection, it would seem that the model is not 
appropriate to the description of the scattering of two 
isofermions, e.g., N - K scattering for which t = t. 
Nevertheless, the dynamical assumptions made are, 
for the most part, quite general, and it is hoped that 
the results obtained may be generalized to more 
physical models than that considered in this. paper, 
for which similar conditions would be requIred to 
hold. 
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It would be very valuable to apply similar techniques 
to the Low equation with a 4 x 4 crossing matrix. 
However, although work is being done in this direc­
tion, and is discussed quantitatively by Huang and 
Mueller, exact solutions to this problem have not yet 
been found. An extension to the relativistic case is 
very difficult to formulate, and when achieved will 
lead naturally, it is hoped, to a prediction of internal 
symmetry. 

A numerical computation was made of the coupling 
constants derived in Sec. III, for I = 1, 2, 3, 4, 5, 6 and 
with K = 7.5 (the approximate nucleon-mesonic mass 
ratio) for a range of values of (3 from - 5 to + 5. The 
quantitative results are shown in Figs. l(a) and l(b). 
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APPENDIX. PROOF OF LEMMA 

It is easily verified that 

i tan 2rp-;'(t) 
2(2B - 1) 

=------~--~----~----------
(2B - 1)2 - [2t - 4n - 3][2t - 4n - 1] . 

But 
(2B - 1) = -i(21 + 1) cot 'IjJ, (A6) 

tan 2rp~(t) 
= ___________ 2~(2_t_+~I~)c_o_t~'IjJ ________ ___ 

(2t + 1)2cot2 'IjJ + [2t - 4n - 3][2t - 4n - 1]' 

Similarly 

tan 2rp-;;(t) 

(A7) 

= ___________ 2~(2_t_-__ l~)c_o_t~'IjJ ________ ___ 

(2t - 1)2cot2 'IjJ + [2t + 4n + 3][2t + 4n + 1]' 

(A8) 
From (A7), we see that 

Arp~(t) = 0, if (2t - 4n - 3)(2t - 4n - 1) > 0, 
i.e., if 

t < 2n + t, 
or if 

I > (2n + 1) + i. 
Arp~(t) = A'IjJ, 

We have if 
(21 - 4n - 3)(21 - 4n - 1) < 0, 

U (B t) = r[l:(B + t + 1)]r[l(B - t)]. (AI) 
0' r[l:(B _ t + l)]r[lCB + t)] i.e., if 

(2n + 1) - t < t < (2n + 1) + t. 
But we may use the representation 

to give 

Uo(B,I) = IT [1 + t J 
n=O t(B - t) + n 

x [1 t J 
t(B + t + I + n) 

- IT [!3 - t + 2n + IJ [ B + t + 2n J 
- n=O B - t + 2n B + I + 2n + 1 . 

(A3) 

We examine the phase shift contribution from each 
bracketed term. Writing 

[
B - t + 2n + IJ - 2 +(t) arg - rpn , 

B - t + 2n 
(A4) 

ar [ B + t + 2n ] = 2 -(t). 
g B + t + 2n + 1 rpn 

(A5) 

Arp~(t) = iA'IjJ, 
if 

(2t - 4n - 3)(21 - 4n - 1) = 0, 
i.e., if 

t = 2n + 1 or (2n + 1) + 1. 
From (8) we see that the denominator is + Ve definite 
for t > -1 and so 

Arp-;;(t) = O. 
If 2rpt = arg Uo(B, I), 

Arpt = 0 if t€(2n - s, 2n + s), 0 < S < 1, 
Arpt = A'IjJ if t€(2n + 1 - s, 2n + 1 + s), 

0< S < 1, 
Arpt = tA'IjJ if t = half-odd integer. 

For the same result to be true for arg U = arg Uo + 
arg E we must show that A arg E = O. We calculate 
that 
tan arg E 
_ tan2 (lnt)[tan4 (tnB) - 1] 

- tan4 (inB) tan2 (tnl) - 2 tan2 (tnB) + tan2 (int) . 

The denominator is either + Ve definite or has four 
real roots. But all real roots of B = Y lie between the 
branch points. The lemma then follows. 
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An embedding of SU(2) and an internal symmetry group G into a larger group G containing SU(2) 
and G as subgroups is constructed for all G possessing a generalized spin-! ql!,ark model. The starting 
point is a set of three mathematical conditions for the embedding group G which are derived from 
physically plausible assumptions. By group theoretical techniques due to Dynkin and Malcev, it is 
shown that the embedding group is already uniquely determined by the_proposed conditions, with only 
one set of groups G for which two solutions are obtained. The re~ults for G are given explicitly. Id~ntifying 
SU(2) as covering of the rotation group the spin extens~on G is enlarged to an embedding G. of the 
homogeneous Lorentz group L. and G. It is shown that Gh can also be obtained without using the spin 
extension. The minimal translation group which can be attached to Gh is calculated. The results are also 
taken over to the Budini-Fronsdal identification of SU(2). 

INTRODUCTION 

I F two different and independent parts of a physical 
symmetry are known, given by a set of representa­

tions of internal and kinematical symmetry groups 
G1 and G2 , the problem of constructing a larger 
group G which combines the two different symmetries 
in a nontrivial way, not in the form of a pure direct 
product G = G1 ® G2 , has by itself no unique 
mathematical solution. There are different methods to 
describe what is meant by "G combines GI and G2 ." 

For example, one can follow the idea of Michell 
by demanding that GI is invariant subgroup of G and 
that G2 ~ GIGI , which for the Lorentz group yields a 
homomorphic image of the direct product; or one 
can consider the multitude of different groups G in 
which GI and G2 can be embedded, i.e., are con­
tained as subgroups, and which are limited by the 
McGlinn-type theorems2 and with respect to mass 
splitting by the O'Raifeartaigh-Jost theorem.3 Further 
physical principles are needed to restrict G, especially 
to select one of the possible ways of constructing it 
and to assure that G is unique with respect to this 
construction. Presumably such physical principles 
will be rather stringent and not very transparent. 
However, for the embedding of a wide class of 
internal symmetry groups, as for instance SU(3), 
G2 , and Sp(6), with SU(2) describing the spin for 
particles at rest, a unique construction of G is formu­
lated in the sequel, characterized by three simple and 
physically plausible conditions. From this unique 
spin extension G, a corresponding embedding of the 
covering of the homogeneous Lorentz group SL(2, C) 
in a group G" can be constructed. If the relation 

1 L. Michel, Phys. Rev., 137, B405 (1965). 
2 W. D. McGlinn, Phys. Rev. Letters 12,467 (1964); L. O'Rai­

feartaigh, Phys. Rev. 139, BI052 (1965). 
3 L. O'Raifeartaigh, Phys. Rev. Letters 14, 575 (1965); M. Flato 

and D. Sternheimer, Phys. Rev. Letters 15, 934 (1965); R. Jost, 
Helv. Phys. Acta 39, 369 (1966). 

between SU(2) and SL(2, C) is taken over to G and 
G", tl\.e result is also unique, but still open to physical 
interpretation, leading to different results if the 
translation group is attached. 

1. FORMULATION OF THE EMBEDDING 
CONDITIONS 

We look for an embedding of SU(2) and a given 
connected Lie group G, describing the internal 
symmetry, in G with 

SU(2),G c:::: G, 
where c:::: denotes proper inclusion. 

(a) Suppose all particles of a G multiplet have equal 
spin, then an irreducible representation of G and 
SU(2), characterized by a set of quantum numbers d 
and one quantum number s, is realized in the same 
representation space and the physical multiplets 
correspond to a subset of irreducible representations 
of G @ SU(2), i.e., G should contain G and SU(2) in 
the form of a direct product. 

(b) Suppose the irreducible unitary representations 
of G and G are finite dimensional, i.e., G and G are 
compact. The Lie algebra GO of a compact Lie group 
G has the form 

CO = H~ EB'" [J H:: 8) K~ EB'" CD K~)n' (1.1) 
H? are simple compact Lie algebras, and KJ are one­
dimensional algebras. The corresponding additive 
quantum numbers are completely independent of the 
rest of the group. In the spin extension this inde­
pendence should be retained so that KJcan be dropped. 
Then G becomes semisimple. 

(c) Suppose G possesses a sort of quark model by 
which we mean that all physically realized representa­
tions can be obtained from Kronecker products (de­
noted by x) of an irreducible representation (dQ) and 
its complex conjugate (dQ) associated with G-quarks. 
The dimension N of (dQ ) is as low as possible. The 

730 



                                                                                                                                    

GROUP EMBEDDING OF SPACE-TIME 731 

image ofG under the mapping by the quark repre­
sentation is denoted by GQ which is a unimodular 
matrix group for G semisimple. To attach the spin 
to the physical particles in a quark model, it is 
plausible to start from spin-i quarks and to restrict 
the discussion to such symmetry groups which possess 
a spin-i or a generalized quark model, i.e., all physical 
representations can be obtained from Kronecker 
products of the 2N-dimensional irreducible spin-i 
quark representations (dQ , i) and (dQ , i) of 
G (8) SU(2). 

To translate this model into some properties of 
G, a representation (dQ) of G should exist which, 
restricted to G (8) SU(2), is just the quark representa­
tion with no further particles. Hence the dimension 
of (dQ ) is given by 2N. This condition assures that all 
physical representations of G (8) SU(2) appear in the 
r~duction of !<ronecker products (dQ) X ••• X 

(~Q) X ••. X (dQ) to irreducible representations of 
G if these are restricted to GQ X SU(2). We can 
therefore identify G with (dQ) and take G as a linear 
group of 2N X 2N matrices containing GQ X SU(2): 

G:;:> GQ X SU(2). (1.2) 

With G not admitting a quark model, the reduction 
does in general not lead to all particles. Take for 
instance G as isospin group SU(2), then SU(4) 
contains SU(2) X SU(2). One gets all irreducible 
representations of SU(4) by reduction of SU(4) X ••• 

X SU(4), the SU(2) X SU(2) content of which is 
calculated from [SU(2) X SU(2)] X ••• X [SU(2) X 

SU(2)], i.e., from 

(i, i) X ••• X (i, i). (1.3) 

In (1.3) there are only representations with spin and 
isospin being either both integer or half integer. 
Hence representations like (i,O) are not obtained. 

(d) Suppose the embedding produces a mixing 
between the symmetry groups, thus excluding the 
already discussed direct product and a physically 
equivalent modification of the direct product. The 
trivial case enters if G and SU(2) are embedded in 
separate groups HI and H2 with G as direct product 
G = HI (8) H 2-an example is G = U(3) (8) SU(2) 
for G = SU(3). This type of embedding is forbidden 
by demanding G not to split into the product of two 
groups HI' H2 with HI :::> G, H 2 :::> SU(2), that is 
if 

G cHI' SU(2) C H 2, then G -:;6 HI (8) H 2, 

(104) 

which is satisfied if GQ X SU(2) is contained in a 
simple subgroup of G. For the case of simple sym-

metry groups G, this requirement can be proved also 
to be necessary. 

_ Theorem 1.1: Let the compact Lie group G satisfy 
(dQ) :;:> GQ X SU(2) and be a nontrivial spin ex­
tension-defined by (4)-of the simple Lie group G 
with the quark representation GQ • Then GQ X SU(2) 

is contained in a simple subgroup of G = (d"'o). 

Proof: An irreducible (see Appendix) compact Lie 
group of 2N X 2N matrices can be written in the 
form 

G = HI X H2 X ••• X H n X K"" (1.5) 

where HI are irreducible simple compact groups of 
ni X ni matrices and K", ,....., {e i"'}. 

Since H = GQ X SU(2) is an irreducible uni­
modular subgroup of G, H can be represented by 
Theorem Al (in the Appendix) which is easily carried 
over to compact groups (cf., beginning of Sec. 2) in the 
form 

H = H{ X H~ X ... X H~ with H; c Hn (1.6) 

(H~, ... , H~ irreducible, not necessarily simple). 
As both GQ and SU(2) are simple and as H is a 

representation of the direct product of two simple 
groups, at most two nontrivial factors can appear in 
(1.6). If there actually are two nontrivial ones, they 
must be equal to GQ and SU(2), respectively, and 
condition (104) is violated. Hence there is pnly one 
factor H~ so that GQ X SU(2) C HI which proves 
the statement. We note that this implies that there is 
only one nontrivial Hi in (1.5) because of n i = 2N. 

(e) The above requirements must be completed by 
a reasonable prescription to choose a "smallest" 
group under all possible groups G. This can be done 
in various ways. We propose to demand G to be 
minimal with respect to a set of conditions, which 
means that it should have no proper subgroup also sat­
isfying these conditions. Then for an embedding of a 
simple group G by Theorem 1.1 G becomes also simple 
since HI fulfills all requirements for G. For semisimple 
G Theorem 1.1 fails, but we take G as simple also in 
this case. Note that the interesting proposed sym­
metries SU(3), G2 , Sp(6), and B3 are simple. 

The plausible idea that the number of generators 
and (or) the rank of G:;:> G (8) SU(2) should be as 
small as possible does not work in general, for ex­
ample, in the spin extension SU(6) of SU(3). This is 
shown by noting that SU(3) (8) SU(2) is not only 
contained in SU(6) but also in SU(5)-evidently 
"smaller" than SU(6)-in a different form though, 

(
SU(3) 0) 

o SU(2) 
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and in direct contradiction to the quark model. 
Because of the success of the quark model one should 
not abandon it, although it raises the rank and the 
number of generators of (J. 

(f) The results of this discussion, the requirements on 
the symmetry group G and the embedding conditions 
for the determination of the spin extension (J can be 
summarized as follows. Let the compact Lie group 
G be an internal symmetry group which admits of a 
generalized quark model [cf., in (c)] with the irre­
ducible group (dQ ) = GQ of N X N matrices [accord­
ing to the remarks in (b) and (d) we can take G to be 
semisimple and GQ to be unimodular]. 

Conditions for a spin extension (J of G: 
(IX) (J is simple and compact; 
({J) (J is a group of 2N X 2N matrices which con­

tains GQ X SU(2); 
(y) (J is minimal among the groups satisfying (IX), ((J). 
It is easy to check that the spin extension SU(6) of 

SU(3) fulfills the above conditions. It was derived 
first by Giirsey and Radicati4 by using implicitly 
similar arguments as above in the discussion of a 
special Lagrange function, but a systematic generali­
zation of this field theoretic method to other sym­
metry groups seems to be complicated and more 
involved than a pure group theoretical treatment. 

In the following sections, we give a full account of 
all spin extensions satisfying the conditions (IX), ({J), 
and (y). One would expect a class of solutions (J for 
every given symmetry G and quark representation G Q • 

However, this is not the case: we show that the above 
defined spin extension is already unique, with a few 
exceptions, for which two solutions are obtained. 

2. A UNIQUENESS THEOREM 

The evaluation of the postulates is straightforward. 
We note as a first simple consequence that (J is 
irreducible and unimodular, which follows from the 
corresponding property of (JQ x SU(2). Now all 
simple compact irreducible unimodular groups of 
2N x 2N matrices containing GQ X SU(2) and 
satisfying the minimality condition are possible 
candidates for (J. A full account of all these groups 
can be derived using the theory of Dynkin5 and 
Malcev.6 However, the Dynkin theory gives a classi­
fication for complex Lie groups with respect to a 
certain subgroup content and one has to make sure 
that results taken over from the Dynkin theory are 
valid also for the compact real forms of the complex 
Lie groups which occur in (J. This is possible. 

'F. Giirsey and L. A. Radicati, Phys. Rev. Letters 14, 57 (1964). 
5 E. B. Dynkin, Am. Math. Soc. Trans!. Ser. 2, 6, 245 (1957). 
6 A.1. Malcev, Am. Math. Soc. Trans!. Ser. 1,9,172 (1950). 

There exists a one-to-one correspondence between 
the irreducible representations of a compact Lie 
group and the irreducible analytic representations of 
its complex extension (cf., e.g., Ref. 7), and since the 
complex extensions of two different compact semi­
simple Lie groups do not coincide, which follows from 
the theorem ofWeyl (cf., Ref. 8) stating that a complex 
Lie algebra cannot have more than one real compact 
form, it suffices to prove the theorem for the corre­
sponding complex extension of the groups. 

As for the notation, we use An' Bn,"', G2 

interchangeably for the compact and complex groups 
as well as for the corresponding associated compact 
real and complex Lie algebras. The complex extension 
of the compact unimodular orthogonal group O(n) 
is the group O(n, C) of all complex unimodular 
orthogonal n x n matrices, for the compact symplectic 
group Sp(n), one gets the group Sp(n, C) of all complex 
symplectic n x n matrices and for SU(n) the group 
SL(n, C) of all complex unimodular n x n matrices. 

Now we are prepared to prove the following unique­
ness theorem, stating essentially that the spin extension 
is already fixed by the physically motivated conditions 
(IX), ((J), and (y). A collection of some results of the 
Dynkin theory used in the proof of the theorem can 
be found in the Appendix. 

Main Theorem: 
(a) Let the irreducible group GQ of unimodular 

N X N matrices be different from the lowest spinor 
representation of En ~ O(2n + I), with n ~ 3, i.e., 
not given by the Dynkin diagram 

0--0- ... ~ r-' Bn , n ~ 3. (2.1) 

Then the spin extension (J is uniquely determined by 
the postulates (IX), ({J), and (y), specifically one has 
for N ~ 3: 

(

SU(2N) if GQ has no bilinear invariant, 

(J = Sp(2N) if G Q has a symmetric bilinear invariant, 

O(2N) if G Q has a skew-symmetric bilinear 
invariant. 

(2.2) 
For N = 2 one has: 

(J = SU(4). (2.3) 

(b) Let GQ be given by the lowest spinor representa­
tion of Bn , n ~ 3, i.e., by (2.1). 

7 G. Krafft, Mitt. Math. Sem. der Universitat Giessen, Bd. 32 
(1955). 

8 L. S. Pontrjagin, Topologische Gruppen (B. G. Teubner, Leipzig, 
1958), Bd. II, p. 226. 
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(I) n even: G is uniquely determined by (O(), ({3), 
and (y), and is given by the lowest spinor representa­
tion of Dn+2 c::: 0(2n + 4), 

I 

C, ~ 0--0-- .•. -< '" D.w (2.4) 

(2) n odd: There are two solutions GI and G2 

satisfying (O(), ({3), and (y), namely, 

I 

C, ~ 0--0-- .•. -< '" D.+. (2.5) 

and 
_ {SP(2 n+1) for in(n + I) even, 
G2 = 

0(2"+1) for in(n + I) odd. 
(2.6) 

Proof of Main Theorem: Let GQ be an arbitrary 
irreducible group of unimodular N x N matrices. 
Because of the above correspondence between com­
pact (real) and complex groups, Theorem A2 of the 
Appendix imposes severe restrictions on those irre­
ducible real groups of 2N x 2N matrices which con­
tain H = GQ x SU(2). Since Bl c::: Al '" SU(2) and 
since the matrix group SU(2) is determined by the 
Dynkin diagram 

I 
• '" AI, 

Theorem A2 implies that from the compact unimodu­
lar groups only 0(2N), Sp(2N) , and SU(2N) can 
contain H = GQ x SU(2), the only exception being 
(cf., Nr. IV2 of Table 5 of Ref. 5) the case if GQ is 
given by the lowest spinor representation of Bn for 
n ~ 3, i.e., 

I 
GQ = 0---0- .•• --a:::3 c::: Bn (n ~ 3), 

(2.7) 

for in this case H is also contained in the lowest spinor 
representation of Dn+2 '" 0(2n + 4), i.e., in 

I 

0--0-- .•. -< eo< D .. ,. (2.8) 

In (2.7), G Q consists of 2n x 2n matrices so that 
N=2n. 

(1) Proof of Part (b): 
With GQ given by (2.1), H is a subgroup of G1 

specified by (2.4), (2.5), as is shown in (2.8). By 
Theorem A4, H possesses a symmetric or skew­
symmetric bilinear invariant according to whether 

the invariant of GQ is skew-symmetric or symmetric, 
because SU(2) = Sp(2) has a skew-symmetric invar­
iant. From Theorems A3 and A4 follows 

{

SP(2 n+1) for in(n + I) even, 
HG: 

0(2n+1) for In(n + I) odd. 
(2.9) 

(i) n even: The group given by (2.8) has a bilinear 
invariant which is symmetric for Hn + 2)(n + I) even 
and skew-symmetric for Hn + 2)(n + I) odd by 
Theorem A4. In the first case, in(n + I) is odd, in the 
second one in(n + 1) is even so that by (2.9) the 
following proper inclusions hold: 

I {SP(2n+l) for in(n + 1) 
~ even, 

H G: 0-... ~_ c::: 0(2n+1) for i(n(n + I) 

o odd. 

By the minimality condition (y), G is realized by (2.4). 
(ii) n odd: There is no bilinear invariant for (2.8) 

so that it is contained neither in Sp(2"+1) nor in 
0(2n+1). Conversely, it follows from Theorem A2 
that neither Sp(2n+1) nor 0(2"+1) are subgroups of 
(2.8). Hence one obtains the two solutions (2.5) and 
(2.6) for G. 

(2) Proof of Part (a): 
(i) N ~ 3: With G Q not being given by (2.1), 

Theorem A2 states that the only simple compact 
groups which can contain H = GQ x SU(2) are 
0(2N), Sp(2N), and SU(2N). Because of the irreduci­
bility of H, the cases 0(2N) and Sp(2N) depend on 
the type of the bilinear invariant of GQ and are 
mutually exclusive. If GQ has a symmetric (skew­
symmetric) invariant, H has, by Theorem A4, a skew­
symmetric (symmetric) invariant. The inclusion He 
SU(2N) is always true since SU(2N) is the group of all 
unitary unimodular matrices. The minimality con­
dition (y) and Theorem A3 then imply Eq. (2.2). 

(ii) N = 2: In order to prove (2.3), it suffices to 
show that SU(2) = Sp(2) is the only irreducible 
compact group of unitary unimodular 2 x 2 matrices. 
For then GQ = SU(2) = Sp(2), and (2.3) follows from 
Theorem A2 noting that although SU(2) x SU(2) = 
Sp(2) x Sp(2) has a symmetric bilinear invariant, the 
inclusion Sp(2) x Sp(2) C 0(4) is not proper since 
Sp(2) x Sp(2) = 0(4). Now let GQ be an irreducible 
compact group of unitary unimodular 2 X 2 matrices. 
GQ can be written as a Kronecker product of irre­
ducible compact simple matrix groups. Since there 
can only be one factor consisting of 2 x 2 matrices 
and since a one-dimensional representation of simple 
compact Lie groups is the trivial one, there remains 
one factor only. Hence GQ is simple. The only simple 
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compact group of2 X 2 matrices, however, is SU(2) = 
Sp(2). This completes the proof. 

3. DISCUSSION OF THE EMBEDDING 
CONDITIONS 

A. The Case G = SU(N) 

Let us consider the special case that SU(N) is 
intrinsic symmetry group and that SU(N) can be used 
for the construction of a generalized quark model, 
i.e., GQ = SU(N). Since SU(N) has no bilinear 
invariant for N > 2, one obtains as spin extension of 

SU(N) the group G = SU(2N). (3.1) 

By (2.3), Eq. (3.1) also holds for N = 2. It is shown 
in Theorem 3.2 that SU(N) X SU(2) is even maximal 
subgroup of SU(2N). From this it follows that for 
GQ = SU(N) one may drop the minimality condition 
(y), since SU(2N) is the largest group allowed by 
postulates (O(), ((3), and because of the maximality of 
SU(N) X SU(2) in SU(2N) it is also the smallest. Since 
SU(N) is simple, one may by Theorem 1.1 alternatively 
drop the simplicity requirement (0() for the spin 
extension G. 

The well-known spin extension SU(6) of SU(3) is 
then uniquely determined by the postulates (O(), ((3), 
and (y). The fact that SU(3) X SU(2) is the maximal 
subgroup of SU(6) has also been noted in Ref. 9. 

B. Dropping the Simplicity Condition for G 
For a simple intrinsic symmetry group G, the 

simplicity of a nontrivial spin extension G follows 
from Theorem 1.1 and the minimality condition (y). 
It seems therefore worthwhile to investigate the con­
sequences of dropping the simplicity condition for G; 
that is, to look what happens in the general case of a 
semisimple G if one replaces the postulate (0() by: 
(0(') Gis semisimple and compact. 

First we note that the irreducible matrix group a 
can be written as 

a = G1 X ••• X as, a i simple, irreducible. (3.2) 

The group H = GQ X SU(2) can be decomposed as 

H = G1 X ••• X Gr X SU(2), 

Gi simple, irreducible. (3.3) 

Since H c a, one has by Theorem A I 

H = HI X ••• X Hs, Hi C ai' Hi irreducible. 

(3.4) 

With a suitable numbering of the a i and Gj , the Hi 
can be written as follows: 

HI = G1 X ••• X Gil X SU(2), 

HK+1 = GiK x··· X Gi , K> I. 
___ +1 K+l-

(3.5) 

(3.6) 

8 R. Hermann, Lie Groups for Physicists (W. A. Benjamin, Inc., 
New York, 1966). 

In (3.5), there appears at least one Gi since the spin 
extension a is assumed to be nontrivial. 

Now, we note that one has the following inclusions: 

Go X SU(2) c a1 X H2 X ••• X Hs 

c a 1 X a 2 X ••• X as = a. (3.7) 

The group a 1 X H2 X ••• X Hs fulfills postulates 
(IX') and ((3); hence the minimality condition (y) implies 

a = a1 X H2 X ••• X H" (3.8) 
where a1 ::> G1 X ••• X Gi X SU(2). 

1 

Therefore, one actually has a spin extension of the 
group 

G' = G1 X ••• X Gil (3.9) 

by the simple group a 1 • The remaining factors 
Gil +1'···' Gs are not altered. We can formulate 
this result as follows. 

Theorem 3.1: For an internal symmetry group G with 
a decomposition of Go X SU(2) given by (3.3), one 
obtains the set of all spin extensions which satisfy the 
postulates (x'), ((3), and (y) by first considering the 
spin extensions of all products Gil X ••• X GiK by 
simple groups a i which are determined by the main 
theorem, and then forming the Kronecker product 
of a i and the remaining G/s. If the symmetry group 
G is not simple, there are in general several spin 
extensions satisfying (0('), ((3), and (y). 

C. Sharpening of the Minimality Condition (y) 

We now turn to the question in which cases the 
minimality condition can be sharpened in a plausible 
way. For a spin extension a of G constructed by the 
postulates (O(), ((3), and (y), there may in general be 
groups K which lie between a and G() X SU(2), that 
is, one has the proper inclusions 

aD K D Go X SU(2). (3.10) 

A compact group K which satisfies (3.10) cannot be 
simple by postulate (y). From the physical point of 
view it would be most satisfactory, if the number of 
generators of the constructed spin extension is as low 
as possible, i.e., if there exists no such group. In this 
case Go X SU(2) is maximal subgroup of a, and it 
is plausible to ask if the minimality condition (y) 
can be replaced by: (y') Go X SU(2) is maximal 
subgroup of a. 

Obviously condition (y') implies the minimality 
condition (y), since if (y') holds there is no group 
lying between a and Go X SU(2). Conversely, the 
postulates (O(), ((3), and (y) determine the spin exten­
sion a with one exception uniquely. Hence it may 
happen that there is no group satisfying the stronger 
conditions (O(), ((3), and (y') which have a solution 
for a given Go X SU(2) = H if and only if H is a 
maximal subgroup of the group a constructed from 
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the postulates (IX), ({3), and (y). The following theorem 
completely answers this question. 

Theorem 3.2: 
(a) Let the group GQ be different from the lowest 

spinor representation of Bn , n 2 3, i.e., not given by 
(2.1), and let G be the group uniquely determined by 
the postulates (IX), ((3), and (y). Then GQ x SU(2) is 
maximal subgroup of G if and only if GQ = SU(N), 
O(N), Sp(N). 

(b) Let GQ be given by the lowest spinor representa­
tion of B n , i.e., by (2.1). Then GQ x SU(2) is maximal 
subgroup of GI in (2.4) and (2.5), but not of G2 in 
(2.6). 

Proof: 
(a) Sufficiency: If G Q = SU(N), O(N), and Sp(N) , 

then by the Main Theorem, G = SU(2N), Sp(2N), 
O(2N) respectively. Assume that G Q x SU(2) is not 
maximal in G. Then there is a group K lying between 
GQ X SU(2) and G. Going over to the complex 
extensions one gets for SU(N) 

SL(N, C) x SL(2, C) c Kc c SL(2N, C), (3.11) 

where Kc denotes the complex extension of K. If K 
is different from GQ x SU(2) and G, so are their 
complex extensions. But by Theorem AS, SL(N, C) x 
SL(2, C) is maximal subgroup of SL(2N, C), in con­
tradiction to the assumption. For O(N) and Sp(N) 
one proceeds on similar lines, applying Theorem A6. 

Necessity: Assume Go different from SU(N), O(N), 
Sp(N) [and (2.1)]. If Go has no bilinear invariant, 
G = SU(2N) and one has the proper inclusions 

Go x SU(2) cz SU(N) x SU(2) c;: SU(2N). (3.12) 

If GQ has a symmetric (or skew-symmetric) bilinear 
invariant, one has G = Sp(2N) [or O(2N), respectively] 
and the proper inclusions 
GQ X SU(2) <I O(N) X SU(2) cr: Sp(2N) 

(symmetric), (3.13) 

GQ X SU(2) cr: Sp(N) X SU(2) cr: O(2N) 
(skew-symmetric). (3.14) 

Hence, in this case GQ X SU(2) is not a maximal 
subgroup of G. 

(b) Let G Q be given by (2.1), the lowest spinor 
representation of Bn , n 2 3. 

(i) Let GI be given by (2.4) or (2.5), the lowest 
spinor representation of D n+2 • As al is simple and 
different from Sp(2N) and O(2N), one can, after 
compIexification, apply Theorem A2. Any group 
lying between GQ X SU(2) and al is irreducible and 
unimodular. These subgroups of al c::::: Dn+2 are given 
by Theorem A2. Inspection of Table Al shows there 
is none which has G Q x SU(2) c::::: Bn ® Al as proper 
subgroup. Hence in this case GQ X SU(2) is maximal 
subgroup of al . 

(ii) Let G2 be given by (2.6), i.e., a2 = Sp(2nH) or 
O(2nH). Then GQ possesses a bilinear invariant, and 
one has the proper inclusions 

GQ x SU(2) cr: O(2n) X SU(2) G: Sp(2"H) 
or 

G Q x SU(2) cr: Sp(2n) x SU(2) cr: O(2nH). 

Hence in this case GQ x SU(2) is not maximal 
subgroup. 

D. On the Choice of the Generalized Quark 
Representation G Q 

The representation of the symmetry group G used 
in the formulation of the postulates (IX), ((3), and (y) 
is essential for the determination of the spin extension 
G. Demanding the representation G Q to be as low 
dimensional as possible does not, in general, determine 
GQ uniquely. It can happen that there exist several 
inequivalent representations of G with equal dimen­
sionality which could be used for a generalized quark 
model. One could, for instance, take the complex 
conjugate representation G Q instead of Go. So the 
question arises how a different choice of GQ affects 
the result of the spin extension. 

A representation D(g) of a Lie group G has a non­
degenerate bilinear invariant if and only if D is equiv­
alent to the contragredient representation D(g-I)T 
(Ref. 5 Theorem 0.19). For compact groups, the 
contragredient and complex conjugate representations 
are equivalent. Since in the determination of the spin 
extension G in the Main Theorem only the nature of 
the bilinear invariant of G Q enters and since either 
GQ and GQ have the same kind of invariant or both 
Go and GQ have no invariant at all, one notes that 
the result a of the Main Theorem is independent of 
whether one uses Go or GQ • 

We now discuss the more general case that GQl and 
GQ , are two inequivalent quark representations of 
equal dimensionality where furthermore GQ , ¥- GOl • 

The corresponding spin extensions are denoted by 
al and a2 • By the same argument as used before, it 
follows that al = (;2 if GQl and Go. have the same 
kind of bilinear invariant or if both matrix groups 
have no bilinear invariant. al ¥- a2 if and only if 
one of the groups has a bilinear invariant while the 
other has none or if one has a symmetric, the other 
one a skew-symmetric invariant. 

This case cannot occur for G simple and GQ the 
lowest nontrivial representation, since simple groups 
have at most two inequivalent lowest nontrivial 
representations which, however, are contragredient to 
each other. This follows from the formulas for the di­
mensions of the irreducible representations (cf. Ref. 5). 

In the case G = Bn or Dn one could try to take the 
lowest spinor representation for the generalized quark 
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model. For Bn there is only one such representation 
while for Dn there exist two inequivalent ones. For 
D 2n+l these two lowest spinor representations are 
contragredient, since according to Theorem A4 there 
are no bilinear invariants, and consequently, the 
representations are inequivalent to their respective 
contragredient ones. Hence they must be contragredi­
ent to each other because there are only two such 
lowest spinor representations. So for D2n+1 the spin 
extension is not affected. For D 2n both of the lowest 
spinor representations have the same kind of invariant, 
according to Theorem A4, so that Gl = G2 • 

For nonsimple symmetry groups the situation 
becomes complex. In any case, for given symmetry 
groups one has to choose the quark representations 
according to their physical usefulness. 

4. APPLICATIONS 

The explicit construction of the spin extension G 
for special internal symmetry groups G consists of 
two steps: (1) A discussion of the existence of a 
generalized quark model and the determination of G Q . 

(2) Calculation of the type of bilinear invariant of GQ 

using Table All. 
For the recently discussed groups SU(3),lO G2 ,11 

and Sp(6),12 a quark model holds. For Bs (Ref. 13) a 
quark representation which includes hadrons as well 
as leptons is incompatible with the identification 
given in Ref. 13 and does not exist. This can be shownl4 

in a similar way as in the discussion of SU(2) X 

SU(2) in Sec. 1. However, in this case a quark repre­
sentation involving hadrons only is possible. With the 
invariants from Table All, we obtain by the Main 
Theorem the results of Table I. 

To justify this extension procedure, one has to 
determine the GQ subgroup content of a given 
irreducible representation of G, i.e., the branching 
rules G! GQ X SU(2). For the mathematical methods 
of this reduction we refer to Ref. 15. A detailed 
discussion of the groups Sp(6), G2 , and B3 is given 
elsewhere.14 •l6 It turns out that the spin extension of 
the van Hove triplet model Sp(6), given by 0(12), 
yields the quite satisfactory result that, similar to 

10 M. Gell-Mann and Y. Ne'eman, The Eightfold Way (W. A. 
Benjamin, Inc., New York, 1964). 

11 R. E. Behrends and L. F. Landowitz, Phys. Rev. Letters 11, 
296 (1963); Y. Dothan and H. Harari, Nuovo Cimento 32, 498 
(1964); R. E. Behrends, Phys. Rev. 142, 1101 (1966). 

12 H. Bacry, J. Nuyts, and L. van Hove, Phys. Letters 9, 279 
(1964); L. van Hove, in Preludes in Theoretical PhysiCS, A. de-Shalit, 
H. Feshbach, and L. van Hove. Eds. (North-Holland Publishing 
Company, Amsterdam, 1966). 

13 C. Lovelace, Nuovo Cimento 37, 180 (1965). 
14 G. C. Hegerfeldt, Ph.D. thesis, University of Marburg (1965). 
16 H. D. Doebner and G. C. Hegerfeldt, to appear in the series 

Forschungberichte, zentralstelle fUr Atomenergie dokumentation, 
Frankfurt/Main, Germany. 

16 H. D. Doebncr and G. C. Hegerfeldt, Z. Phys. 199, 369 (1967), 

TABLE I. Spin extension of some 
symmetry groups. 

Symmetry group 

SU(3) 
Sp(6) 
G. 
Bs ~ 0(7) 

Spin extension 

SU(6) 
0(12) 
Sp(14) 
Sp(14) 

the spin extension SU(6) of SU(3), the scalar meson 
octet and the nine vector mesons as well as the baryon 
octet and decuplet can be fitted in one irreducible 
0(12) representation with no more additional par­
ticles necessary than already in the Sp(6)-scheme. A 
comparison with a spin extension of Sp(6) obtained. 
by a different methodl7 can be found in Ref. 18. 

For G2 , which has been discussed as an alternative 
for SU(3), the spin extension Sp(14) leads to a large 
number of additional particles if one tries to classify 
the known G2-multiplets according to Sp(14). The 
same is true for the spin extension of Bs for which one 
obtains also Sp(14), with a different physical inter­
pretation though, since here one has to determine the 
B3 ® SU(2)-content of Sp(14)-representations. 

5. LORENTZ EXTENSION 

Looking for a group G comprising the. covering L 
of the inhomogeneous Lorentz group and an internal 
symmetry group G, it suggests itself to start from the 
spin extension G of G and enlarge it such that it con­
tains L. There are many ways of doing this. In the 
following, we discuss two possible approaches which 
essentially differ in the interpretation of the group 
SU(2) which was used in constructing G. (A) SU(2) 
is identified as the covering of the rotation group, 
originally suggested in the case of SU(6) :::> SU(3) X 

SU(2) by Fulton and Wess and Rtihl,l9 This (FWR) 
approach leads to a large number of additional 
translations and to possible difficulties with unitarity. 
(B) SU(2) here also transforms like the rotation group 
under homogeneous Lorentz transformations, but it 
is not identified with physical rotations. Furthermore, 
SU(2) is assumed to commute with the space-time 
translations. For SU(6) this idea was proposed by 
Budini and Fronsdal,20 it leads to difficulties in the 
field-theoretic formulation which are connected with 
locality. 

A generalization of the interesting U(12)-theory of 

17 V. G. Kadyshevsky, A. N. TavkheIidze, and I. T. Todorov, 
Phys. Letters 15, 180 (1965). 

18 H. D. Doebner and G. C. Hegerfeldt, in Elementary Particles, 
P. Urban, Ed., (Julius Springer-Verlag, Berlin, 1966), p. 369. 

19 T. Fulton and J. Wess, Phys. Letters 14, 57 (1965); W. R.iihl, 
ibid. 13, 349 (1964). 

10 P. Budini and C. Fronsdal, Phys. Rev. Letters 14,968 (1965); 
C. Fronsdal, Trieste Lectures (1965); V. Schladming, Lectures (1966). 
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FIG.!' Embedding of SU(2). 

Delbourgo et al. 21 seems to be not so straightforward 
and is not discussed here. We note that 0(12) does 
not obey our minimality condition which shows that 
one might lose physical information by this restriction. 

A. Generalization of the FWR Approach 

To construct G starting from the identification of 
SU(2) as covering of the physical rotation group, we 
carryover to G a procedure22 already used for SU(6) 
by considering the groups H of 2N x 2N matrices 
which contain G and SL(2, C) in such a way that their 
intersection corresponds to SU(2). 

By (1.2), SU(2), was embedded in G in the form 
Is x SU(2), the Kronecker product of the N x N 
unit matrix Is with SU(2), so that SL(2, C) should 
lie in H as I'y X SL(2, C). We therefore demand 

G C H, Is x SL(2, C) C H, (5.la) 

G () Ix x SL(2, C) = Ix x SU(2), (5.lb) 

and take for Gh a group minimal with respect to (5.1). 
If two groups HI' H2 fulfill (5.1), so does their inter­
section. Therefore, Gh is uniquely determined and is 
equal to the intersection of all groups H satisfying 
(5.1). The difference to the problem of constructing a 
spin extension is contained in (5 .1 b), expressed 
graphically by Figs. I and 2. 

Theorem 5.1: The smallest group of 2N x 2N 
matrices satisfying Eqs. (5.1) is the complex extension 
Gc of G, 

(5.2) 

Proof: Letting the parameters of the compact group 
G become complex, one gets the complex extension 
Gc of G which corresponds to the complex extension 
of the Lie algebra of G (cf., the proof of the Main 
Theorem). The linear group H = Gc satisfies (5.1) 
since it contains the complex extension SL(2, C) of 
SU(2). On the other hand G is, as a real form of the 
simple complex group G c, a maximal subgroup of G c 
(cf., Ref. 5, Theorem 1.6) so that Gc is the smallest 
group H satisfying (5.1) since G itself does not fulfill 
(5.1). 

21 R. Delbourgo, A. Salam, and J. Strathdee, Nuovo Cimento 
36,689 (1965); R. Delbourgo, A. Salam, and J. Strathdee, Proc. 
Roy. Soc. (London) A284, 146 (1965). 

22 L. Michel and B. Sakita, Ann. Inst. Henri Poincare 2, 167 
(1965). 

FIG. 2. Embedding of SL(2, C). 

For the case of G = SU(6), Theorem 5.1 gives the 
familiar result Gh = SL(6, C). 

In order to take the translation group T4 into 
account, physical interpretation suggests the require­
ment that T4 should be invariant under Gh and trans­
form under Lorentz transformations in the usual way. 
In general, however, this is impossible as is well known 
for SL(6, C) (Ref. 19). For let g be an element of Gh 

and t be an element of an arbitrary translation group 
T. Invariance of T then means that gtg-1 is again in T. 
The mapping 

Cl(g): t --+ gtg-1 (5.3) 

of Tonto T is an automorphism of T, and the mapping 
g --+ Cl(g) is a homomorphism of Gh into the group of 
automorphisms of T. This group is just given by the 
set of nonsingular linear transformations of T, bearing 
in mind that T is also real vector space. 

Hence g --+ Cl(g) is a representation of Gh by linear 
transformations of this real vector space T. Now, G" 
in general does not have a real 4-dimensional repre­
sentation in which the representation matrices of 
Ix X SL(2, C) act as Lorentz transformations. A 
possible way out of this difficulty is to embed T4 in 
a larger group T and to demand the invariance of T 
under Gh , naturally choosing T as small as possible. 
The dimension of T is uniquely determined by GIt • 

The familiar 36-dimensional translation group T 
constructed for SL(6, C) is a special case of the 
following result (parity is not taken into account). 

Theorem 5.2: For Gh = Gc = SL(2N, C), O(2N, C), 
Sp(2N, C), the smallest translation group T which is 
invariant under Gh and which contains a 4-dimensional 
subgroup T4 on which the homogeneous Lorentz 
transformations embedded in Gh act as on space-time 
translations, is (2N)2 dimensional. 

Proof: The dimension of T cannot be smaller than 
that of the lowest nontrivial real representation of 
Gh . For Gh = SL(2N, C), O(2N, C), Sp(2N, C), this 
representation is (2N)2 dimensional, and there is one 
and only one real representation of this dimension, 
as is easily deduced from Ref. 23. So one only has to 
show that in T the space-time translations can be 
embedded in the required way. To do this, we 
explicitly construct the representation of G" . 

23 I. Schur, Sitzber. Preuss. Akad. Wiss. Berlin, 100 (1928); 
R. Brauer, ibid., 626 (1929); E. Mohr, Ph.D. thesis, Gottingen (1933). 
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The set {h2N} of all Hermitian 2N X 2N matrices 
forms a real (2N)2 dimensional linear space. In {h2N} 
we embed T4 as 

T4"'-' IN X {h 2}. (5.4) 

The action of Gh = Go on {h2.\'} we define by 

h2N -;;;: hov' h2.Y . Y:.\', (5.5) 

where the 2N X 2N matrix Y2S is an element of Gh , 

yi.y being its Hermitian conjugate. The matrix on the 
right-hand side of (5.5) is obviously also Hermitian. 
One easily checks that (5.5) determines a nontrivial 
representation of G" by linear transformations of the 
real linear space {h2.Y}. For Y2S in Is x {Y2}, 

Y2.Y = Is X Y2S (5.6) 

with Y2 in SL(2, C), and for h2.Y in I x X {h2} c:::: T4 
one finds from (5.5), 

1 y X h2 ~ 1 y X (Y2h2Y:)' (5.7) 
. Is X Yo • 

This is the action of the Lorentz transformation Y2 
if one realizes the group of space-time translations 
by {h2}. Q.E.D. 

By combination of Theorems 5.1 and 5.2, we obtain 
as Lorentz extension 

{

T(2S)' ~ SL(2N, C) for ~ = SU(2N), 

G = T(2.Y)' ® O(2N, C) for G = O(2N), 
s 

T(2S)' ® Sp(2N, C) for G = Sp(2N). 
s 

(5.8) 

The semidirect product is specified by stating that 
in the realization of T(2S)2 as the real linear space 
{h2S} of Hermitian 2N X 2N matrices the action of 
the second factor on T(2'y)2 is given by (5.5). 

The homogeneous Lorentz extension G" of G can 
also be obtained without using the spin extension G 
as intermediate step if one adapts the postulates 
(IX), ((3), and (y) by a slight alteration to the covering 
SL(2, C) of the homogeneous Lorentz group. 

In analogy to the relationship between the complex 
Lie group SL(2, C) and SU(2) we demand that: 
(Ii) Gh is simple and complex, 
(p) Gh is a group of 2N X 2N matrices which 

contains G Q X SL(2, C), 
(y) Gh is minimal among the groups which satisfy 

(Ii) and (y). 
(ex) and (p) imply that Gh contains GQO X SL(2, C) 
with G Q 0 the complex extension of G Q • So the theo­
rems of the Appendix can be used to determine Gh • 

A practically literal repetition of the arguments leading 
to the Main Theorem for spin extensions renders its 
generalization to homogeneous Lorentz extensions. 
The only change is that instead of G its complex 
extension Go appears. Therefore one obtains by 

(Ii), (p), and (y) for Gh the same solutions [Eq. (5.2)] 

G" = Go 
as in Theorem 5.1. 

The postulates (Ii), (p), and (y) do not possess the 
same direct physical interpretation as (IX), ((3), and (y). 
This is a disadvantage and indicates that the Lorentz 
extensions constructed above might be unphysical. 

B. Generalization of the Budini-Fronsdal Approach 

In terms of Lie algebras, one formulates the assump­
tion that the subgroup SU(2) of the spin extension G 
transforms under homogeneous Lorentz transforma­
tions like the covering of the rotation group by 
associating a set of generators {l;, i = 1, 2, 3} with 
SU(2), a corresponding set Ii with rotations and a 
set LVJl with the homogeneous Lorentz group and 
demanding that the commutators of LVJl with Ii and 
LVJl with I; are described by the same structure con­
stants. Then it can be shown20 that G must be enlarged 
to a group S which contains not only SU(2) but also 
the group SL(2, C) isomorphic, though physically 
not identical to the homogeneous Lorentz group. 

For this group S, there is a multitude of possible 
candidates; we note, however, that the situation is 
similar to that in A. So, repeating the argument for 
the construction of G", one finds 

S= Go, 
the complex extension of G. 

(5.9) 

To combine S with the covering L of the inhomo­
geneous Lorentz group L, one now takes a semidirect 
product 

G = S ®L, (5.10) 

which is specified in general by a homomorphic 
mapping of 

L c:::: T4 ® SL(2, C) 

into the group Aut S of automorphisms of S, and in 
this case by the following mapping into the group 
int (Aut S) of inner automorphisms of S. 

Let Y be a homogeneuos Lorentz transformation, 
denote by y f the corresponding element of SL(2, C) c 
S, and let int (y') be the element of Aut S generated 
by y' and acting in S as int (yf) g = y'gy'-l. 

Then the mapping L -+ Aut S is given by 

y -+ int (y') and T4 -+ 1. (5.11) 

This is a formulation of the statement that SU(2) c S 
and SL(2, C) c S transform like the rotation and 
Lorentz group respectively and commute with the 
translations. 
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APPENDIX 

In this appendix we present some results on irre­
ducible matrix groups due to Dynkin5 and Malcev6 

which were used in the proofs above. 
A linear or matrix group is called irreducible if 

there is no proper nontrivial subspace of the space in 
which the linear transformations operate which is 
left invariant by each group element. In the following, 
all groups are connected complex Lie groups of 
matrices. 

Theorem Al (Theorem 2.2 of Ref 5): Let 

* * * G = G1 X •.. X Gk , (Ai) 

where G~, ... , G: are irreducible simple groups of 
unimodular matrices. Every irreducible subgroup G 
of G* can be represented in the form 

G = G1 X ••• X Gk , (A2) 

where G1 ,"', Gk are irreducible groups and 
Gi c Gi. 

Two inclusions G c G* and G1 c G~ are said to 
belong to the same "type" if G is equivalent to G1 

and G* equivalent to G~. The inclusions G c G* 
and G1 c G~ are called "equivalent" if there exists an 
isomorphic mapping of the space on which the first 
pair of groups acts onto the space on which the second 
pair acts such that the first pair of groups is carried 
by the mapping into the second. In general, a class of 
inclusions of the same type can split into several 
classes of equivalent inclusions. 

Theorem A2 (Theorem 2.3 of Ref 5): 
(a) A complete classification of all inclusion types 

G c G* where G and G* are irreducible groups of 

unimodular linear transformations and where G* is 
simple and distinct from SL(N), Sp(N), and O(N), 
is given by Table 5 of Ref. 5. All cases of nonsimple 
G-only these are needed in the preceding proofs­
are listed in Table AI. 

(b) Every inclusion type among irreducible groups 
of unimodular linear transformations of Table AI 
and with SL(N, C), Sp(N, C), and O(N, C) as con­
taining group G* consists of equivalent inclusions. 

There remains to classify the irreducible complex 
connected subgroups of SL(N, C), O(N, C), and 
Sp(N, C). The case of SL(N, C) is trivial since every 
group of unimodular N X N matrices is contained 
in SL(N, C). 

O(N, C) and Sp(N, C), respectively, consist of all 
unimodular linear transformations A of the N-dimen­
sional complex vector space RN which leave invariant 
a symmetric or, respectively, a skew-symmetric 
nondegenerate bilinear form Q(x, y), 

Q(Ax, Ay) = Q(x, y) for all x, y ERN, 

Q(xo,Y)=O forall YERN.--..xo=O. 
(A3) 

The specific choice of the form Q(x, y) is inessential 
because two such forms, which are either both sym­
metric or both skew-symmetric, can be transformed 
into each other. 

Theorem A3 (Ref 5): A group G of unimodular 
linear transformations is contained in O(N, C) or 
Sp(N, C) if and only if it has an invariant non­
degenerate symmetric or, respectively, a skew-sym­
metric bilinear form. If G is irreducible, these two 
possibilities are mutually exclusive (since an irreducible 

TABLE AI. Inclusion types for nonsimple irreducible G and simple G* ~ SL(N, C), O(N, C), and Sp(N, C). 

Nr 
Inclusion type 

G c G* 

",~' 
(Bn,' Bn2CDnt"i') "2 ~, 

n,+n2 2:.4 

Dynkin 
diagram of G 

, , 
o-o-o ... a:::a 0-0-Q ... a:::a 

, 3 
~o-o ... a:::::a 0 

3 3 
o 0 

Dynkin 
diagram of G* 
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group cannot have both a nondegenerate symmetric 
and a nondegenerate skew-symmetric fbrm). 

We note that if a compact group G of unitary 
matrices has an invariant form Q(x, y) then the 
complex extension of G also leaves Q(x, y) invariant 
since the invariance of Q(x, y) is an algebraic identity 
for the matrix elements which are analytic functions 
of the group parameters. On the other hand, if the 
complex extension of Gleaves Q(x, y) invariant, so 
does G. 

Theorem A4 (Ref 6): All simple irreducible groups 
of the type Bn, en' D 2k , G2 , F4 , £7' £8 have bilinear 
invariants. Irreducible groups of type An, D2k+l' £6 

have bilinear invariants if and only if the numbers in 
the associated Dynkin diagrams are symmetrically 
distributed as in (A4). 

01 02 a 3 a4 a4 a3 02 a 1 
0--0--0-0---0--0--0--0 ' 

a a 0 <: n-I n-2 n-3 2 al 
o------o---cJ ••••• 

al 

A semisimple irreducible group has a bilinear invariant 
if and only if the connected parts of the associated 
Dynkin diagram correspond to simple groups with 
bilinear invariants. In order to see if the invariant is 
symmetric or skew-symmetric, one multiplies each 
Dynkin number of a Dynkin diagram corresponding 
to a simple group by the respective number given in 
Table All and adds the products. The invariant is 
symmetric or skew-symmetric according to whether 
the sum of these products is even or odd. 

For the discussion in Sec. 3 some theorems on 
maximal subgroups of SL(N, C), O(N, e), and 
Sp(N, e) are needed. 

Theorem A5 (Theorem 1.3, Ref 5): The set of 
matrices 

SL(s, C) x SL(t, e) (st = N, 2 S SSt) (A5) 
is a maximal subgroup of SL(N, e). The irreducible 
nonsimple maximal subgroups of SL(N, e) are ex­
hausted by the subgroups of this type (to within 
conjugacy). 

Theorem A6 (Theorem 1.4, Ref 5): The set of 
matrices 

Spes, e) x OCt, e) (st = N; s ~ 2, t ~ 3, t =;f= 4; 
or s = 2, t = 4) (A6) 

is maximal subgroup of Sp(N, e). Every irreducible 
nonsimple subgroup of Sp(N, e) is conjugate in 
Sp(N, e) to one of the groups of the form (A6). The 
set of matrices 

(A 4) Spes, e) x Sp(t, e) (st = N,2 S sst) (A7) 

~
16 
30 
42 

22 30 
16 

TABLE All. Calculation of the bilinear invariant (by Theorem A4). 

34 
66 
96 
75 
52 
27 

r ... ---------...., 

E8 
,....----"----

92 
182 
270 
220 
168 
114 
58 

i
22 
42 
30 
16 
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and 

O(s, C) x OCt, C) (st = N, 3 S sst, s, t :;6 4) 
(AS) 

are maximal subgroups of O(N, C). Every irreducible 
nonsimple subgroup of O(N, C) is conjugate in the 
group of all orthogonal matrices (proper and im­
proper) to one of the groups of the form (A 7) or (AS). 

We note that 0(2, C) is Abelian and hence reducible 
and that 

0(4, C) == Sp(2, C) x Sp(2, C). (A9) 

From this one has for s :;6 2 the following proper 
inclusions: 

Spes, C) x 0(4, C) 
= Spes, C) x Sp(2, C) x Sp(2, C) 

C!: 0(2s, C) x Sp(2, C) C!: Sp(4s, C). 

Hence Spes, C) x 0(4, C) is not maximal in Sp(4s, C) 
[cf., (6)]. In the same way one has for s ~ 3 

O(s, C) x 0(4, C) 
= O(s, C) X Sp(2, C) X Sp(2, C) 

G: Sp(2s, C) X Sp(2, C) c;: 0(4s, C), 

therefore, the restriction s, f :;6 4 in (AS). In (A 7) one 
has for s = f = 2: 

Sp(2, C) X Sp(2, C) = 0(4, C), 

JOURNAL OF MATHEMATICAL PHYSICS 

so that Sp(2, C) X Sp(2, C) is no proper subgroup 
of 0(4, C). 

Summary of the Appendix: Let U be an irreducible 
connected complex Lie group of unimodular N X N 
matrices. A simple complex Lie group of N X N 
matrices which contains U is in general equal to 
SL(N, C), O(N, C), or Sp(N, C), the exceptions being 
specified by Theorem A2. U is subgroup of O(N, C) or 
Sp(N, C) if and only if it has a symmetric or, respec­
tively, a skew-symmetric bilinear invariant, the form 
of which is determined by Theorem A4. U is a maximal 
connected subgroup (up to conjugacy) 

of SL(N, C) if and only if 

U = SL(s, C) X SL(/, C), sf = N, 2 S sst; 

of Sp(N, C) if and only if 

U = Spes, C) X OCt, C), st = N, 

s ~ 2, t ~ 3, t:;6 4; or s = 2, t = 4; 

of O(N, C) if and only if 

U = O(s, C) X OCt, C), st = N, 3 S sst, 
s, t :;6 4 

or 
U = Spes, C) X Sp(t, C), Sf = N, 2 S sst. 
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In a previous paper, it was shown that any function !P(G), defined for a general linear graph G and 
having the extensive property, can be expanded in terms of the lattice constants of connected subgraphs 
of G. In this paper, a graphical interpretation of the weight factors occurring in this expansion is given. 
The usefulness of the expansion in deriving series expansions for properties associated with crystal 
lattices is discussed with particular reference to percolation problems, dilute ferromagnets, and lattice 
gases. A result in the theory of linear graphs, recently proved by Rushbrooke in a paper concerned with 
dilute ferromagnets, is rederived. 

1. INTRODUCTION 

THE general theory of linked-cluster expansions for 
the many-body problem has received much 

attention in the literature. Because of its generality, 
it is not always clear what conditions are necessary 
for its application to problems involving crystal 
lattices. For such problems, the theory takes on a 
purely algebraic form and has been developed from 
first principles in a recent paper, 1 hereinafter referred 
to as I. 

1 M. F. Sykes, J. W. Essam, B. R. Heap, and B. J. Hiley, J. Math' 
Phys. 7, 1557 (1966). 

The use of lattice constants1.2 has been found to be 
of great practical importance in this field, and high­
order tables of these are now available. Consequently, 
it is very useful to formulate a theory in terms of these. 
Precise definitions of the various types of lattice 
constant have been given in I in terms of the theory 
of linear graphs. The most important result of I, in 
the present context, was that any function <1>(G), 
defined for a general linear graph G and having the 
extensive property that 

<1>( G U G') = <1>( G) + <1>( G'), (1.1) 

a C. Domb, Phil. Mag. Suppl. 9, 149 (1960). 
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so that Sp(2, C) X Sp(2, C) is no proper subgroup 
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<1>( G U G') = <1>( G) + <1>( G'), (1.1) 

a C. Domb, Phil. Mag. Suppl. 9, 149 (1960). 
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can be expressed in the form 
k 

<I>(G) = !f(ci)rri(G), 
;=1 

(1.2) 

where G is any graph in which each component is 
isomorphic with one of the connected graphs C1 ••• Ck , 

rri(G) is the weak or strong lattice constant of C; in G, 
andf(c;) is a weight function independent of G, which 
is a linear combination of the <I>'s for the connected 
subgraphs of C; [see, for example, Eq. (5.1)]. The 
derivation of (1.2) is summarized later in Sec. 2 in a 
form due to Sykes.3 Equation (1.2) is the lattice 
problem equivalent of the linked-cluster expansion, 
the right-hand side being a sum over connected 
graphs. Its application to problems involving crystal 
lattices becomes clear if the sites of the lattice are taken 
to be the vertices of G, and if, as is usual but not 
necessary, the nearest neighbor bonds are taken to be 
the edges of G. Thus, a lattice may be thought of as an 
infinite connected linear graph. For mathematical 
purposes, it is convenient to consider first the case 
when G is finite and to approach the infinite lattice by 
a sequence of finite graphs. 

In I an algebraic expression for f(c;) was given. It 
is the object of this paper to provide a simple 
graphical interpretation of the f(cJ As a result of 
this, it is possible to write down the weight of any 
particular graph without knowing the weights of its 
subgraphs. This is important in developing expansions 
to high order, since it enables spot checks. 

Because of the simplicity of our result, it is possible 
to see under what conditions thef(c;) are independent 
of the list of connected graphs C1 ••• ck • In I the 
complete list of connected graphs was taken, but this, 
however, is by no means necessary. This aspect of the 
theory is discussed in Sec. 5. Also in this section, 
the application to infinite lattices is discussed with the 
object of deriving power series expansions which is 
then illustrated by applying the theory to percolation 
problems, dilute ferromagnets, and the hard square­
lattice gas. 

As a by-product of this work, an important result 
in a recent paper of Rushbrooke4 is rederived [see 
Eq. (4.7)]. 

2. SUMMARY OF CLUSTER EXPANSION 
THEORY 

In this section, the cluster expansion theory given 
in I is summarized. The weak lattice constant (G'; G) 
of a linear graph G' in a linear graph G is the number 
of subgraphs (see I) of G isomorphic with G'. The 
strong lattice constant [G'; G] is the number of 

a M. F. Sykes, private communication. 
, O. S. Rushbrooke, 1. Math. Phys. 5,1106 (1964). 

section graphs (see I) of G isomorphic with G'. For 
example, 

(/\1>/)-8, 
but 

[1\;4-/ ]-2. 
Denote by ci , the ith graph in a complete list of 
connected graphs with no multi~edges or loops, and 
suppose that they have been ordered in such a way 
that 

(c;; cj ) = [c;; c j ] = 0 for i > j. 
Such a list is called a graph dictionary, and the graphs 
are referred to as being in dictionary order when it is 
wished to stress the order. For instance, the list may 
begin as follows: 

c1=e; C2= / ; 

c,-1\; c.- A;···· 
The subsequent theory applies to any function <I>(G) 

defined for a graph G and which has the extensive 
property, 

k 

<I>(G) = ! <I>(cj)rr:(G), (2.1) 
j=1 

where rrj(G) is the number of components of G 
isomorphic with cj ' and k is some arbitrarily chosen 
integer independent of G, such that rrj(G) = 0 for 
j> k. In practice, this imposes no restriction on G, 
since k can be chosen as large as we please. Equation 
(2.1) is derived by successive applications of (1.1), 
using the fact that G is the union of its components. If 
G is connected, the sum reduces to a single term and 
is trivially satisfied. An example of the class offunction 
considered is the free energy of a Heisenberg or Ising 
ferromagnet which may even be diluted with non­
magnetic atoms. In this case, the vertices of G 
represent spins, and the edges of G represent possible 
interactions (see Sec. 7). 

To obtain a cluster expansion for <I> (G) , it is 
necessary to express the rrj( G) in terms of the lattice 
constants of G corresponding to connected graphs. 
The theory is valid in either weak or strong lattice 
constants, and we use rr;(G) to denote either (cj ; G) 
or [c j ; G], depending on whether weak or strong 
lattice constants are being used. Since only connected 
subgraphs or section graphs of G are being considered, 

(2.2) 
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where D.ij is either (ci ; cj) or [ci ; cj), depending on 
which set of lattice constants are used. By our choice 
of ordering, 

D.ii = 0, i > j, (2.3) 
= 1, i = j, 

so that det {D.ii} = 1, and Eq. (2.2) may be inverted to 
yield k 

7T:(G) = ~ r ii7Ti (G), (2.4) 
i=1 

where r ii = (D.-l)ii. Substituting (2.4) into (2.1) and 
interchanging the order of summation, we obtain the 
required cluster expansion, 

k 

Cl>(G) = ~f(ci)7Ti(G), (2.5) 
i=1 

where 
k 

f(ci) = ~Cl>(Cj)rii. (2.6) 
j=1 

It is thus a direct consequence of Eq. (2.1) that Cl>(G) 
may be written as a linear combination of lattice 
constants of the connected section graphs or subgraphs 
of G only, the weight functions f(ci) being determined 
in terms of the Cl>'s for connected graphs and the r ii . 

The weight functions are thus independent of G, and 
the r ii are the same for all functions Cl>. The main 

./ I\~ 
• 

{~~}= / 0 

1\0 
~o 

• 
• 

./ 0 
{D.~j} = 

1\ 0 

Ao 

2 3 3 

2 3 

o 3 

o 0 

./I\h. 
2 3 3 

2 3 

0 0 

0 0 

purpose of this paper is to provide a graphical 
interpretation for the r ij , an algebraic expression for 
which has already been given in J. 

3. WEIGHT FACTOR DETERMINATION 

In this section, we first introduce the concept of a 
full perimeter lattice constant. The strong full perim­
eter lattice constant [G'; G]F of G' in G is defined to be 
the number of section graphs of G isomorphic with G', 
with the restriction that all the vertices of G not in G' 
(if any) must be adjacent to vertices of G'. For example, 
[cl; cs]F = 1, whereas [c1; cs) = 3. The weak full 
perimeter lattice constant (G'; G)F of G' in G is 
defined to be the number of subgraphs of G isomorphic 
with G', with the restriction that all the edges of G not 
in G' (if any) are incident with vertices in G'. For 
example, (c1 ; C4)F = 0, whereas (c1 ; c4) = 3. 

Our results may now be stated as 

(3.1) 

rtf = (-lr-V ,[ci ; Ci)F, (3.2) 
where Vi and Ii are, respectively, the numbers of 
vertices and edges in Ci , and the superscripts on rii 
distinguish weak and strong cases. To illustrate our 
result, the matrices relevant to the case k = 4 are 

• -2 o 

/ 0 
{rfJ} = 

-2 3 

1\0 o -3 

h. o o o 

• /I\A 
• -2 3 

/ 0 -2 -3 
{qi} = 

1\0 0 0 

~o 0 0 
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To prove (3.1), it is sufficient to show that 

.2 (-IYm- 1,(ci ; cm )1i'(cm; c j ) = 0ij' (3.3) 
m 

The proof is based on a well-known theorem in the 
theory of probability. Suppose that A l , A2, ... , A.v 
are N events which are not necessarily mutually 
exclusive. Denote by A~ the event that the ith set of r 
events chosen from A l , ..• , As all occur (the order 
of choice being irrelevant), and by Al U A2 u·· . UAs 
the event that at least one of the events A l, A 2 , ••• , 

AN occurs; then, of peA) denotes the probability of 
occurrence of event A, 

P{A1 U A2 U ... U AN} = L P{A!} - L P{A~} 
+ L p{An - .2 P{A~} + ... ± P{A;"}, (3.4) 

where the rth summation contains ( ~) terms. 

Equation (3.4) is proved in Ref. 5 and is related to the 
principle of inclusion and exclusion. 

Suppose now that the edges of a graph G are 
colored at random (colored black with probability p, 
and colored white with probability I - p). Any 
realization of the probability distribution defines a 
partial graph PB of G consisting of all the vertices of G 
and the black edges. 

Theorem I: The probability pep; Ci ; G) that PB has 
a component isomorphic with the graph Ci is 

Pep; Ci ; G) = L (_l)!m-!i(Ci ; C",)1i'(Cm ; G)p!m. (3.5) 
m 

Proof' Let Q(p; ci ; G) be the probability that PB 

has a subgraph isomorphic with Ci , which is not a 
component of PB ; then 

pep; Ci ; G) = (c i ; G)p!i - Q(p; Ci ; G). (3.6) 

To determine Q(p; ci ; G), we use Eq. (3.4). Let C be a 
particular subgraph of G isomorphic with Ci , and 
suppose that Ci is not isomorphic with G (otherwise 
the theorem is trivial). Number all the edges of G not 
in C but adjacent to C from I to N. Let Ar be the 
event that C is a subgraph of PB and that the rth 
numbered edge of G is also black. P{A1 U A2 U ... U 

AN} is then the probability that C is a sub graph of 
PB but not a component, and so Q(p; ci ; G) may be 
obtained by summing this over all C isomorphic with 
Ci • Suppose now that C; is the subgraph of G, the 
edge set of which is the union of the edge set of C 
with the r numbered edges corresponding to the event 
A~; then 

(3.7) 

where I( Cn is the number of edges in q. Thus, the 
summations in (3.4) may be replaced by summations 

• W. Feller, An Introduction to Probability Theory and Its Applica­
tions (John Wiley & Sons, Inc., New York, 1961) 2nd ed, Vol. r, 
Chap. 4, p. 88. 

over the C;. If then we sum over all possible subgraphs 
C, isomorphic with Ci , and collect together contri­
butions from the C[, which are isomorphic with Cm , 

the contribution to Q(p; ci ; G), using (3.4), is 

(c
i

; c
m

)1i'(c
m

; G)plm( _1)lm-!;-1. (3.8) 

This follows since there are (cm ; G) subgraphs of G 
isomorphic with C m' and each one contains (ci ; c",)1i' 
subgraphs isomorphic with Ci such that the edges of 
C m not in C are adjacent to Ci . Thus, 

Q(p; ci ; G) = I' (Ci ; cm)F(cm ; G)p!m(_l)lm-li-l, 
m (3.9) 

where the prime indicates that the term m = i is to 
be omitted. Equation (3.5) follows directly from 
(3.6) and (3.9), since -(ci ; G)pl; corresponds to the 
term m = i which is missing from (3.9). This completes 
the proof of Theorem I. 

If now G is the connected graph cj and p = I, then 
the only subgraph of cj , which can be a component of 
PB , is cj itself, since all the edges are black; thus 

P(I ; Ci ; cj) = 0ij, (3.10) 

and Eq. (3.3) follows by combining (3.5) and (3.10). 
The proof of Eq. (3.2) proceeds along similar lines. 

Suppose now that it is the vertices of G which are 
colored black with probability p and colored white 
with probability 1 - p. In any realization of the 
probability distribution, let RB be the section graph 
of G corresponding to the black vertices. 

Theorem II: The probability pep; Ci ; G) that RB 
has a component isomorphic with Ci is 

pep; Ci ; G) = L [ci ; Cm]F[Cm ; G]pVm( _1)Vm-vi. (3.11) 
m 

Proo!, The proof is the same as for Theorem I, if, 
for Q(p; Ci ; G) read Q(p; Ci ; G), for subgraph read 
section graph, for PB read RB , for edge read vertex, 
for Ii read Vi' and for weak lattice constants read 
strong lattice constants. 

Again 
P(I; Ci ; Cj) = 0ij, (3.12) 

since when all the vertices are black Ci is the only 
possible component of RB , and combining this with 
(3.11) L ( _l)Vm- Vi[Ci ; cm]1i'[cm; c j ] = 0ij, (3.l3) 

m 

which is equivalent to (3.2). 
Since {rij} is the inverse of {Llij}, 

I rimLlmj = I Llimr m} = 0ij, (3.14) 
m m 

so that two further results equivalent to (3.1) and (3.2) 
are 

"(C.,C )(_I)I;-lm(c ·c.)F'=O .. £., P m m' 1 'l,)' (3.15) 
m 

.2 [C i ; cmlC-l)";-Vm[Cm; Cj]b' = (Jij, (3.16) 
'" 

which are not obvious from a graphical point of view. 
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4. CONVERSION MATRICES 

Further relations between the lattice constants may 
be obtained by using the conversion matrices of I. 
The (m-n)th element amn(r) of the rth-order con­
version matrix was defined to be (g m; g n), where 
m and n run over the graphs with r vertices in a 
dictionary of all graphs with no multi-edges and loops. 
It was also pointed out that similar matrices could be 
defined for the dictionaries of connected and multiply 
connected graphs. Here, we denote by Ai; the (i-j)th 
element of the k X k super matrix, the diagonal 
blocks of which are the conversion matrices corre­
sponding to connected graphs, and the off diagonal 
blocks of which are zero, that is 

(4.1) 

For any graph G, the matrix {Aij} determines the set 
of weak connected lattice constants of G in terms of 
the strong connected lattice constants, 

(ci ; G) = ~ Aij[C j; G]. 
j 

(4.2) 

This follows since every connected subgraph of G may 
be associated with a section graph of G having the 
same vertex set and which is also connected, and, if 
Vi = vj ' (ci , cj) is the number of subgraphs isomorphic 
with Ci having the associated section graph Cj • 

If {Bii} is the inverse of {A ij}, we show that 

Bi} = (_l)/;-liAij = (_1)lj- li(Ci ; C;)OVi.Vj' (4.3) 

a result which is analogous to Eq. (3.8) in I, which 
applies to the dictionary of all graphs with no multi­
edges or loops. To prove Eq. (4.3), we notice that, from 
(3.15), 

~ (ci ; cm )( _l)/j-1m(cm; Cj)OVi.Vj = fJij' (4.4) 
m 

since if Vi :F Vj ' i :F j and both sides are zero, but if 
Vi = vj , then the only nonzero terms on the left of 
(3.15) have Vm = Vi' and in this case, (cm; Cj)b' = 
(C m ; cj ). Equation (4.4) may therefore be written as 

~ (ci ; Cm)OVi.vJ -l)lj-lm(cm; cj)Ovm.Vj = Oij' (4.5) 
m 

which is equivalent to (4.3). 
We are now in a position to derive further results 

which relate the weak lattice constants to the strong 
full perimeter lattice constants and vice versa. From 
(3.16), 

~ ~ Aii.[Ci. ; cm]( -l)Vj-vm[cm; cj]b' = ~ Aii,Oi'j, (4.6) 
i'm i' 

which using (4.2) becomes 

~(Ci; cm)(_l)Vj-Vm[cm; CjJI<' = Aij , (4.7) 

which is the same as Eq. (24) of Ref. 4. From (3.15) 
and (4.2), 

!!Aii.[Ci.; cm](-lYj-Im(cm; cj)"p' = 0ij, (4.8) 
m i' 

so that 

(4.9) 
or, since {Bij} is the inverse of {A ij }, 

~ [ci ; cm](-l)"j-lm(cm; cj)1<' = Bij. (4.10) 
m 

5. CHOICE OF GRAPH DICTIONARY 

In the previous sections, we chose for simplicity to 
use the dictionary of all connected graphs with no 
multi-edges or loops. This was by no means necessary 
for the validity of the theory, and it is, in fact, 
restrictive in two important ways. 

First, if G is a physical lattice L (such as the 
diamond lattice), then by no means all of the cj 

occur as subgraphs of G. Numerical data illustrating 
this point were given in I. In this case, it is convenient 
to use the dictionary of connected graphs which are 
subgraphs of L. 

Second, if we wish to calculate <D(G) for a graph 
with multi-edges or loops, it is necessary to include 
connected graphs of this type in the dictionary. Such a 
case might be a bond percolation problem6 in which 
it is desired to make the probability of two sites 
being connected depend on the pair of sites chosen. 
This may be achieved by having more than one bond 
joining a given pair of sites. 

Let us now examine the necessary restrictions on 
the choice of a graph dictionary. It is to be observed 
that (2.1) to (2.6) are generally valid for any list of 
connected graphs. Having chosen such a list, G is 
then restricted to being the union of any number of 
components isomorphic with these graphs. For 
example, supposing the list is 

consisting of just two graphs, then G may be, for 
example, 

~'4-'<I>uA' 
4-u4-, 

4-u ~ u A,.,etc 
6 J. W. Essam and M. F. Sykes, J. Math. Phys. 7, 1573 (1966). 
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In this case, Eq. (2.5) reads 

o!>(G) ~ o!>(~)n'(G) 

+ H<I» -2o!>(~)r,(m (5.1) 

In calculating the weight functions j(Ci) defined by 
(2.6), it is desirable that Eqs. (3.1) and (3.2) are usable. 
The validity of Theorem I, from which (3.1) follows, 
depends on the graph dictionary containing all 
connected subgraphs of G which themselves have 
subgraphs isomorphic with Ci . Thus, the r~st~iction 
imposed by the use of(3.1) is that the graph dictIOnary 
must be such that, for any graph cj contained in the 
dictionary, all the connected subgraphs of cj must also 
be contained in the dictionary. Similarly, for (3.2) to 
be valid, the presence of cj in the dictionary must 
imply the presence of all its connected sectio~ ~raphs. 
The above restriction is referred to as restnctlOn A. 
The usefulness of Eqs. (3.1) and (3.2) lies not only in 
their simplicity but also in the fact that the graph 
dictionary may be varied within the above limits 
without any change in the weight functions j(Ci)' 
For example, suppose the weight functions which are 
necessary for the calculation of some <I>(G) have been 
computed and it is then required to calculate <I>(G'). 
A large number of the weight functions will be 
common to G and G', and it is therefore only 
necessary to calculate the new ones introduced by G' 
even though the graph dictionary may have been 
changed. 

A second restriction, which is not so easily formu­
lated, arises when we consider the usefulness of Eq. 
(2.5). First of all, we note that, if G is connected, <I>(G) 
appears on both sides of (2.5), and if we wish to ~se 
only the right-hand side to calculate <I>~G), nothl.ng 
will be gained unless j(G) = O. In practice, we wish 
to make use of (2.5) in calculating <I> for an infinite 
lattice L. In this case, the vertices of G are the sites of 
L. Actually, <I> does not exist for an infinite lattice, but 
if it is a bulk property and G n (n = 1 ... 00) is a 
member of a sequence of finite graphs which tend to 
L as n tends to 00, then 

4>(L) = lim <I>(Gn}/v(Gn ) (5.2) 

will normally exist. This is merely a definition of a 
bulk property. The lattice constants Pi(L) are calcu­
lated per site and are defined by 

p;(L) = lim 7Ti(G lI )/V(Gn). (5.3) 

Thus, (2.5) becomes 
ao 

4>(L) = '2J(c;)p;(L). (5.4) 
i=l 

The restriction imposed on the useful choice of grap~ 
dictionary is the requirement that a good approxI­
mation to 4>(L) may be obtained by calculating only 
a finite number of weight functions. 

One way of calculating 4>(L) is to t~ncate (5.4~, 
after a finite number of terms, and then lOcrease thiS 
number and observe the change to obtain an estimate 
of the terms which have been omitted. This is the 
so-called cluster expansion method. The success of 
this method requires j(Ci) to become small as i 
increases, and this is usually valid in some region. of 
the physical parameters. It is possible that, by varymg 
the graph dictionary in such a way that the f(c;) are 
changed, better approximations may be obtalOed. . 

A second method is that of using (5.4) to obtam 
power series expansions in some parameter x. ~or 
the method to work, contributions to the coeffiCient 
of x n , where n is finite, must come from a finite set of 
the f's. This is usually achieved ?y app~ying physical 
reasoning in the choice of x. It IS pOSSible, although 
no examples are known, that changing the gr~ph 
dictionary may also achieve the same effect by ~ha~glOg 
the f's. We now consider some examples which Illus­
trate the above points. 

6. PERCOLATION PROBLEMS 

Suppose that, as in the proof of Theorem I, the 
edges of a graph G are colored at random, black with 
probability P and white with probability I - p. If now 
we take <1>( G) to be the mean number of components 
in PB (the mean number of black clusters using the 
null cluster convention6), then 

<I>(G) == Ko(p; G) == 1 pcp; ci ; G). (6.1) 
; 

The expression of Ko(p; G) as a polynomial in p has 
been discussed in a previous paper6 and follows directly 
from (3.5). Here 

Ko(p; G) = 1 (Cm ; G)kO(Cm)p'm, (6.2) 
m 

where 
ko(cm) = 1 (-IYm-I;(ci ; cm)F. (6.3) 

i 

The dictionary used is that of all connected subgraphs 
of G which automatically satisfy restriction A, so 
that if, instead of calculating KoCp; G), we wish to 
calculate Ko(p; G'), G' ~ G; then, if Cm is a subgraph 
common to G and G', ko(cm) will be the same in both 
cases. Notice that if G has no multi-edges, then there 
are no subgraphs Cm of G having multi-edges and the 
weights of these graphs are then not needed. If G has 
multi-edges, the weights of subgraphs having no 
multi-edges will be the same as in the case when G has 
no multi-edges. For an infinite physical lattice L, 
the mean number of clusters is a bulk property, and 
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we define the mean number per site by 

ko(p; L) = lim Ko(p; Gn)(v(G n ) (6.4) 
n-->oo 

in accordance with the previous section. Equation 
(6.2) is in the best possible form for the derivation of 
a power series expansion, since, to obtain the coeffi­
cient of pn, it is merely necessary to sum over the 
finite collection of subgraphs with n edges. The series 
will converge for p less than a certain value Pc, the 
critical probability which lies in general between 0 
and 1. If the function ko(p; L) is required for values 
of p greater than Pc' the power series in p is of no use. 
One would naively think that, if p is written as I - q 
in (6.2) and the coefficients of qn are collected, a 
series expansion for ko(p; L) could be obtained, which 
would be valid for p close to unity. This would be the 
case except for the fact that, to all orders in q, an infin­
ity of terms contributes to each coefficient. Such an ex­
pansion does, however, exist, but this will be discussed 
in a subsequent paper. For the plane square lattice, 
for example, ko(p; sq) = O(q4). 

If now it is the vertices of G which are colored at 
random, as in the proof of Theorem II, a polynomial 
expression -for the mean number of black clusters 
(components of RB ), K(p; G) may be obtained from 
(3.11), 

K(p; G) == I pep; C;; G) = I [Cm; G]K(cm)pVm, (6.5) 
i m 

where K(c m ) = I (_l)Vm-Vi[ci ; cmf". (6.6) 

In this case, graphs G with multi-edges are not 
normally considered, since the replacement of an 
edge by a multi-edge has no effect on K(p; G). Again, 
(6.5) is in an ideal form for obtaining power series 
expansions in the variable p, the coefficient of pn 
coming from all connected sections graphs of G with 
n vertices. The properties of both ko(cm) and K(c m) 

have been discussed in a previous paper.6 

7. DILUTE ISING AND HEISENBERG 
FERROMAGNETS 

The problem of dilute Ising and Heisenberg 
ferromagnets has been considered by Rushbrooke4 ; 

some of the results therein are rederived. Suppose that 
the vertices of a finite linear graph G, with no multi­
edges or loops, are occupied at random by either 
magnetic or nonmagnetic elements, the probability 
of occurrence of a magnetic element beingp. Suppose 
also that there is a spin-spin interaction (Heisenberg 
or Ising) between two magnetic elements if and only 
if the vertices which they occupy are connected by an 
edge. Our theory as formulated only applies when the 
interaction energy is independent of the edge con­
necting the magnetic elements, but may easily be 
generalized. The function <1>( G) in this problem is 

taken as -(3F(p, T, H; G), where (3 = l(kB T and F 
is the free energy which will be a function of the 
concentration of magnetic elements, the temperature 
and the magnetic field. It is clear that <1>( G) so defined 
has the extensive property (2.1) independent of 
whether the interaction is of the Heisenberg or the 
Ising type. We choose to take the graph dictionary 
of all connected graphs so that, by choosing k in 
Sec. 2 to be large enough, any finite graph G is 
included in the theory. To obtain the free energy of the 
dilute magnet, it is necessary (see Brout7) to calculate 
the free energy corresponding to a given allocation 
of the magnetic elements to the vertices of G and then 
to average over all such allocations, weighting with 
their respective probabilities. If the magnetic elements 
are identified with the black vertices in the proof of 
Theorem II, it follows that 

F(p, T, H; G) = I pep; ci ; G)F(1, T, H; ci ), (7.1) 
i 

since in the allocation corresponding to the section 
graph RB , the free energy is the sum of the free 
energies calculated for each component of RB with 
P = 1. The latter simply results, since there are no 
edges of G connecting magnetic elements which are 
in different components of RB . Using (3.11) and 
defining e( G) by 

e(G) = -(3F(I, T, H; G), (7.2) 

Eq. (7.1) becomes 

-(3F(p, T, H; G) == <I>(G) = I [C"'; G]W(cm)pVm, 
m 

(7.3) 
where 

W(Cm) = I (-lrm-V,[ci ; cmVe(ci). (7.4) 
i 

Now consider the situation which arises in the case 
of an infinite crystal lattice L. The vertices of G are 
now the sites of L and the edges of G represent pairs 
of sites which are separated by the nearest-neighbor 
distance. It is necessary to restrict the argument to 
nearest neighbors so that the interaction energy, 
being a function of the distance between sites, is the 
same for all edges of G. If second- and higher­
neighbor interactions are to be included, the edges of 
G must be labeled accordingly, and a more general 
formulation of the theory used which allows the 
interaction energy to depend on the type of edge. The 
property of L which remains finite is the free energy 
per lattice site, and Eq. (7.3) is in the ideal form for 
obtaining a power series expansion in terms of p, 
contributions to the coefficient of pI! coming from all 
connected section graphs of L with n vertices. The 
coefficients are, of course, functions of T and H, and 
so the radius of convergence may depend on these 
parameters. Similar expansions for the zero-field 

7 R. Brout, Phys. Rev. 115, 824 (1959). 
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susceptibility have been used by a number of authors8- 10 

to determine the radius of convergence as a function 
of temperature. For high enough temperatures, the 
series converges over the whole physical range of p; 
this is why a high-temperature expansion for p = 1 
may be obtained by regrouping the terms of (7.3). The 
method fails to yield a low-temperature expansion for 
any value of p for the same reason that a high-density 
expansion for the mean number could not be obtained 
in the previous section. 

8. THE HARD SQUARE LATTICE GAS 

For a recent discussion of the hard square lattice 
gas, see Ref. 11. Suppose that the vertices of a graph 
G are occupied by molecules which interact in such a 
way that vertices connected by an edge cannot be 
simultaneously occupied and also that there must be 
no multioccupation of a vertex. If there are no other 
restrictions, the grand partition function is 

S = 1 + I ~1(G)ZI, (8.1) 
1=1 

where z is the activity and ~ l( G) is the number of ways 
of placing I molecules on the graph in accordance with 
the above restrictions. In this problem, 

<P(G) == fez, G) = In S, (8.2) 

which clearly has the extensive property (2.1). Using 
(2.5), we may write 

k 

r(z, G) = If(z, c;)[ci ; G), (8.3) 
i=l 

where 

fez, e) = r(z, e) = z -iz2 + lZ3 - 1Z4 + 0(Z5), 

and we have used strong lattice constants. We now 
attempt to derive a power series expansion for fez, G) 
in terms of the variable z. The dictionary of all 
connected graphs which are section graphs of the 
square lattice is used, and the expansion developed 
through Z4. It turns out, although it is not obvious 
from our formulation, that a section graph with n 
vertices makes no contribution to powers of z less than 
the nth. This, in fact, is the point we are making in this 
section. If it were not so, the method would break 
down. The first task is to calculate the f's which are 

f(z, 0) ~ In (I + z), r(z, / ) ~ In (I + 2z), 

r(z, 1\) ~ In (I + 3z + z'), 

r(z, N) ~ In (I + 4z + 3z'), (8.5) 

r(z, A) ~ In (I + 4z + 3z' + z'), 

r(z, D) ~ In (I + 4z + 2z'). 

f(z, / ) ~ r(z, /) - 2r(z. 0) ~ -z' + 2z' - 3,z' + 0("), 

+-1\) -r(z, /\) -2+ / ) + r(z, 0) ~ z' - 4z' + O(z') , 

+-N) ~ r(z, N) -2+ /\) + + /) --z' + 0("), (8.6) 

+-A) -r(z, A) -3+ 1\) +3+ /) - r(z,o)~ -z'+ O(z'), 

+- 0) -r(z, D) -4r(z, 1\) + 4{' ./ ) ~ -3z' + 0("). 

8 G. S. Rushbrooke and D. J. Morgan, Mol. Phys. 4, 1 (1961). 
9 R. J. Elliot and B. R. Heap, Proc. Roy. Soc. (London) A265, 

264 (1962). 

10 B. R. Heap, Proc. Phys. Soc. (London) 82, 252 (1963). 
11 D. S. Gaunt and M. E. Fisher, J. Chern. Phys. 43, 2840 (1965). 
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For a lattice L, define 

y(z, L) = limr(z, Gn)/v(Gn), (8.7) 
n-+oo 

so that, using the strong lattice constants per site for 
the plane square lattice, we obtain from (8.3) the 
expansion for the hard square lattice gas in terms of 
the activity, 

y(z, sq) = z - 2tz2 + lOiz3 - 52iz4 + O(Z5). (8.8) 

Here, we are not interested in deriving higher terms 
which are available,ll but only wish to emphasize the 
point made in Sec. 5 that, by making a physical choice 
of expansion variable, only a finite number of terms 
contributes to the expansion coefficients. The reason 
for the cancellation in this case may be seen by using 
the method of Rushbrooke and Scoins,12 but the 
general considerations governing a choice of variable 
are not obvious. 

9. SUMMARY AND CONCLUSION 

A graphical interpretation has been given to the 
coefficients which appear in the weight functions 
associated with the expansion of an extensive property 
<1>( G) in terms of connected lattice constants. The 
result may be summarized by 

<I>(G) = /1T(G), (9.1) 
where 

(9.2) 

and A denotes the transpose of a matrix A. The 
column matrices 1T(G), <1>, and j have ith elements 
1T;(G), <I>(ci ), andj(c,), respectively. Subject to quite 
broad restrictions, given in Sec. 5, the i-jth element of 
the square matrix r is given by (3.1), when weak 
lattice constants are being used, and by (3.2), when 

11 G. S. Rushbrooke and H. J. Scoins, Proc. Roy. Soc. (London) 
A130, 74 (1955). 

strong lattice constants are being used, and apart 
from a possible factor of -1, r i; is the full perimeter 
lattice constant (weak or strong) of Ci in c;. 

r is the inverse of a matrix ~, the i-j the element of 
which is (c j ; c;) in the weak case and [c i ; c;J in the 
strong case, thus 

rw~w = rs~s = I, 

~wrw = ~srs = I. 

(9.3) 

(9.4) 

In Sec. 4, we defined the conversion matrix A, and 
Eq. (4.2) implies that 

(9.5) 

and relates weak lattice constants to strong lattice 
constants. The inverse matrix B of A is given by (4.3) 

~s = B~w, (9.6) 

and using Eqs. (9.5) and (9.6) in conjunction with 
(9.3) and (9.4), we obtain Eqs. (4.7) and (4.10), namely, 

~wrs = A, (9.7) 

~srw = B. (9.8) 

An independent proof of (9.7) has been given by 
Rushbrooke.4 

The derivation of power series expansions in the 
case when G is an infinite lattice has been discussed 
and illustrated by percolation problems, dilute ferro­
magnets, and lattice gases. 

Theorems I and II, which were used in deriving 
(9.3) and (9.4), are especially useful in connection with 
the cluster size distribution for percolation problems. 
This application will be discussed in a subsequent 
paper. 
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In a theory of local observables as proposed by Haag and Araki, the assumptions which make possible 
a collision theory also guarantee the CTP invariance of the S-matrix. 

1. INTRODUCTION 

THE purpose of this paper is to prove the CTP 
invariance of the S-matrix in a theory of the type 

proposed by Haag and Araki.1- S Such a theory is 
defined by giving a Hilbert space Je, a continuous 
unitary representation {a, A} -- U(a, A) of the Poincare 
group ~~ acting in Je and, for every domain B in the 
real Minkowski space (R4), a von Neumann algebra 
R(B) of bounded operators acting in Je with the 
following properties: 

(1) If BI C B2 then R(BI ) C R(B2); 

(2) If B = g/n then R(B) = L~/(Bn)r 
(3) If (Xl - X2)2 < 0 for every Xl E BI and X2 E B2, 

then R(BI ) and R(B2) commute [Le., R(BI ) C 

R(B2),]; 

(4) U(a, A)R(B)U(a, A)-I = R(a + AB); 
(5) U(a, I) = exp i(a, P); the spectrum of P (the 

energy-momentum operator) is in ji+; 
(6) There is a vector a (vacuum) in Je, unique up to 

a scalar factor, such that U(a, A)O = a; 
(7) a is a cyclic vector for the union of all R(B) 

and, as a consequence of the Reeh-Schlieder 
theorem, a cyclic vector for each R(B). 

The above assumptions are appropriate to the case 
when the theory contains no spin -l(2n + 1) states. 
It may however contain different charge superselection 
sectors; in this case R(B) contains not only local 
observables, but also operators (similar to charged 
fields) carrying charge. The case when there are states 
with spin t(2n + 1) can be treated by a slight modifi­
cation of the assumptions to which we return later.4.5 

We call HA-field an operator-valued function 
X -- A(x) of the form A(x) = U(x, I)A(O)U(x, 1)-1, 
where A(O) E R(B) for some bounded domain B, and 

• On leave from Centre National de la Recherche Scientifique, 
France. 

1 R. Haag, Nuovo Cimento Suppl. 14, 131 (1959). 
B H. Araki, "Einfuehrung in die Axiomatische Quantenfeld-

theorie," Lecture Notes, Zurich (1961-62). 
• H. Araki, Progr. Theoret. Phys. (Kyoto) 32, 844 (1964). 
4 H. J. Borchers, Commun. Math. Phys. 1,57 (1965). 
6 H. J. Borchers, Commun. Math. Phys. 1,281 (1965). 

(a, A(O)O) = O. Note that I/A(x) II = I/A(O)1/ and that 
X -- A(x) is weakly continuous. We say that A is Ceo 
if A(O) = f tp(x)A'(x) dx, A'(O) E R(B'), B' bounded, 
tp E!D. In this case A(O) E R(supp tp + B'). 

Let Ao, ... , An be (n + 1) Ceo HA-fields. The per­
muted Wightman functions of these fields, 

(a, A"o(x"o)Ad(Xd) .•. A .. ix .. n)O), 

are bounded Ceo functions of the difference variables 
Xl - xo, ... , Xn - Xn- l • Generalized retarded func­
tions (grf) can be defined for these fields by the 
formulas which define such functions in an LSZ 
theory.2.6-8 Note that these formulas contain expres­
sions of the form (J(x~ - ~). We therefore assume in 
the following that a fixed Lorentz frame has been 
chosen once and for all for the purpose of writing 
down these formulas. Multiplication by (J functions is 
here legitimate and leads to grf which are, in x-space, 
piecewise ceo. In momentum space, the grf are 
boundary values (in the sense of tempered distributions) 
of the same analytic function H(k) (k = P + iq). The 
domain of analyticity of H(k) is the same as in an 
LSZ theory.2.6.7.9 However, the supports of the grf 
in x-space are not exactly those of an LSZ theory but 
are contained in cones obtained by translation from 
those of an LSZ theory.9 It follows that H(k) is not 
bounded by polynomials at infinity but grows 
exponentially in imaginary directions. This is seen 
in more detail in the next section. 

2. A PROPERTY OF THE p-SPACE 
ANALYTIC FUNCTION 

Although this section is reasonably self-contained, 
it is the logical sequel of Ref. 10, and uses the same 
techniques. The notations are those of Ref. 9. 

8 O. Steinmann, Helv. Phys. Acta 33, 257 (1960); 33, 347 
(1960). 

7 D. Ruelle, Nuovo Cimento 19, 356 (1961). 
8 H. Araki and N. Burgoyne, Nuovo Cimento 8, 342 (1960). 
• H. Epstein, in Brandeis University Summer Institute o/Theoretical 

Physics, Vol. 1, Axiomatic Field Theory, M. Chretien and S. Oeser, 
Eds., (Gordon and Breach Science Publishers, Inc., New York, 
1967). 

10 J. Bros, H. Epstein, and V. Glaser (to be published). 
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A. Retarded and Advanced FunctIons 

We start by considering the retarded and advanced 
functions 

ao(x) = I O(X~n - X~(n-l» ... O(X~l - x~) 
1TEYn+l 
lTO~O 

x (n, [AlTn(x"n), [ ... , [A7Tl(x1Tl), Aoexo)] .. ·]]0), 

,oex) = I O(x~ - X~l) ... O(X~(n_l) - X~n) 
1TE}'n+l 

"o~o 

(1T runs over the permutations of 0, 1, 2, ... n which 
do not move 0). 

It can be shown9 that there is a 4-vector IX = 
(a, 0, 0, 0), a > ° such that 

supp ao(x) c {x: x; - Xo E j7+ - IX, 1 =:;;; j =:;;; n}, 

supp 'o(x) c {x: Xo - Xi E j7+ - IX, 1 <j =:;;; n}. 

The Laplace transforms of ao and '0 are given by 

ao(k) = J exp [i;~lklX; - xo)] ao(x) d
4
xI ... d~xn 

= exp [-iIk;IXJJexp [d:'kj~;] 
j~l j~l 

x ao(x) d4~1 ... d4~n' (1) 

where ~j = Xj - Xo + IX, (1 =:;;;j =:;;; n); k j = p; + iqj' 
qj E V+; 

roCk) = exp [i;tk;IXJJexp [ -ij~lk;~j] 
x 'o(x) d4~~ ... d4~~, (2) 

where ~; = Xo - x; + IX; k j = p; + iq;, q; E V-; 
1 =:;;; j =:;;; n. These functions are respectively holo­
morphic in 'tJso and _'tJso, where 

'tJso = {k = P + iq: q; E V+, 1 =:;;;j =:;;; n}. 

When q - 0, ao(p + iq) [resp ro(p + iq)] tends, in the 
sense of 8/, to the Fourier transform ao(p) [resp ro(p)] 
of ao (resp '0). The tempered distributions ao and ro 
coincide in the real region defined by 

[P: C~pj)2 < ° for every subset J of {t, 2, ... ,n}} 
in particular at Jost points. It therefore follows from 
the theorem of Glaser and StreaterlO- 12 that ao(k) and 
roCk) have a common analytic continuation [the 
restriction of H(k)] in the "extended tube" 

U A'tJso = 'tJ'So• 
A€L(C) 

For every nonzero complex number A we denote [A] 

11 R. F. Streater, J. Math. Phys. 3, 256 (I 962). 
12 R. Jost, The General Theory of Quantized Fields (American 

Mathematical Society, Providence, Rhode Island, 1965). 

the complex Lorentz transformation defined by 

!(A +!) l(A_!) ° ° 2 t. 2 ;. 

[A] = ~(;.-1) ~(A + 1) ° ° 
0 0 1 ° 0 ° ° L 

(we are stilI in our original privileged Lorentz frame). 
H([A]k) defines a function of A and k holomorphic in 
[C - to}] X 'tJ'SO , in particular in [C - to}] x 'tJso, 
for which we find estimates. 

(1) Estimates for ao(k) in 'tJso and roCk) in _'tJso 

Using the formulas (1) and (2), it is easylO to find 
estimates for ao(k) and roCk). Defining 

Co = sup {lro(x)l, lao(x)l}, 
IX 

we find, for ki = p; + iqj: 

lao(k)1 =:;;; co\exp (-ilX;tkj) \ 

X IT r _+ exp (-q~~~ + qj' ~j) d4~; 
j~1 Js;€V 

=:;;; Co \ exp (-ilX;~lk;) I 
X }] Looexp [-(q~ - IqjD~~lt1T(~)3 d~~ 

= 81Tco/exp (-ilX;~k;) IIT(q~ -lqjD-
4

; 

here qj E V+ (1 =:;;;j =:;;; n). 
A similar estimate holds for roCk) when qj E V-, so 

that: 

IH(k)1 =:;;; c exp I ~llXqj I IT (lq~1 - Iq j D-4 
(3) 

for k j = pj + iqj' Iq~1 > Iqjl (1 =:;;; j ::;; n). (C = 81TCO)' 

(2) Use of Certain lost Points 

We introduce the new coordinates 

U j = k~ + k~, v; = k~ - k~, 

and consider (as in Ref. 10) a closed ball :l: in the real 
momentum space, (R4n) such that, for every p = 
(PI' ... ,Pn) E :l:, the following inequality is satisfied: 

min {uI , U2'···' Un' -VI, -V2"", -Vn } ~ U > ° 
(U depending only on :l:). Then, for every p E :l:, 

[A]p E'tJso for 1m A > 0, 

[A]p E - T:)so for 1m A < 0, 
[A]p is a Jost point for 1m A = 0, A ~ 0. 
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The inequality (3) yields, for every pEl:, 1m A :;!: 0, 

IH([A]p)l:::;; c{exPiai~ IlmAUi + V; Im 11} 
x [1 + IAI2] 

U IlmAI 

On the other hand, every Jost point being a point of 
analyticity of H(k) (by the edge-of-the-wedge theorem), 
we know that H([A]p) is also analytic at real values of 
A :;!: 0. If 1m p = 0, p :;!: 0, we apply the maximum 
principle to the function (of A) 

(A - ip)4n(A - !p)4nH([A]p) 

in the square 

{A: IRe A - pi :::;; t Ipl, 11m AI :::;; ! Ipl} 

to obtain an upper bound for H([p]p). Finally, we 
find that there exist constants A(l:) > 0, B(l:) > ° 
such that, for all A .-:;!: ° and all pEl: 

I H([A]p) I :::;; A(l:) exp [B(l:) (IAI + I~I) J (4) 

The set [ill: is compact and contained in ,(;80 • The 
function F(A, k) = H([A]k) is analytic in a neighbor­
hood of the set 

E = {A. -:;!: 0, k: [A]k E 'bBo, k E '(;Bo} 

U {A, k:A :;!: 0, k E [i] l:}. 

This set is invariant under the transformation: 
(A, k) ~ (pA, k) for any p > 0. Using the inequalities 
(3) and (4) it is easy to show that, for every compact 
K c E, there exist constants A(K) > 0, B(K) > ° 
such that, for all (A, k) E K and p > 0, 

F(pA, k) < A(K) exp [B(K) (p + ~) ]. 

It is possible to show (see Appendix I) that the 
envelope of holomorphy of any neighborhood of E 
contains the topological product 

p, k:A -:;!: 0, k E,(;Bo}, 

and that, for every compact K contained in this 
topological product, there exists a compact K' c E, 
such that K is contained in the envelope ofholomorphy 
of every neighborhood of K'; hence, for every function 
G(A, k) holomorphic in {A, k: A:;!: 0, k E '(;80}, 

max IG(A, k)1 :::;; max IG(A, k)l. 
()..k)eK (A.k)eK' 

Applying this to G(A, k) = F(pA, k), we find that for 
(A, k) E K and p > ° 

IF(pA, k)1 < A(K') exp [B(K')(P + !)]. 

In particular, for every compact Kl c ,(;80, the set 
{A, k: IAI = 1, k E K1} is compact. Therefore there 
exist constants A(K1) > 0, B(K1) > ° (by abuse of 
notation) such that, for every k E Kl and A -:;!: 0, one 
has 

IF(A, k)1 < A(Kl) exp [B(K1) (IAI + I!I) ]. (5) 

(3) Estimatesfor F(A, k) in {A, k: A:;!: 0, k E'(;80} 

The estimate provided by (5) is insufficient for our 
purposes and is improved by the use of the Phrag­
men-Lindelof theorem. 

Let k = {kl' ... , k n }, k; = Pi + iq;, u, = kJ + k}, 
V; = kJ - k}, (q~)2 + (tfi)2 = r: (1 :::;; j :::;; n). The con­
dition for k to be in 138

0 is: q~ > Iqil (1 :::;; j :::;; n), i.e., 

1m u; 1m v; > r~, 1m u i > 0, 1m Vi > 0. 

Denote: 
u = min {1m ui ' 1m Vi}' 

l:'>i:'>n 

M' =! max {IRe u,l, IRe vii} = U , 
U l:'>i:'>n U 

K = 1 - max {r~(lm u i 1m Vj)-l}; 0< K:::;; 1. 
l:,>j:,>n 

Let A = pei9 :;!: 0; denote k; = p; + iq; = [A]ki . The 
condition for [A]k to be in ± 138

0 is 

i.e., 
(qj, qj) = (qjO)2 - Iqt > 0, 

(cos 0 1m u j + sin 0 Re u j ) 

x (cos 0 1m Vi - sin 0 Re V j) - r~ > 0. 

Noting that IRe ujl :::;; M' 1m ui ' IRe vii:::;; M' 1m Vi' 

we see that, if Icos 01 - M' Isin 01 > 0, we have 

(qj, qj) ;;:: [Icos 01 - M' Isin 01]2 1m u i 1m Vi - r~ 

;;:: 1m u j 1m Vj[K - (1 + 2M') Isin 01]. 

Let us choose 

Isin 01 = YK/(l + 2M') with 0:::;; Y < 1 

(then Itan 01 < [(1 + 2M')2 - 1]-* :::;; M'-l). We find 

(qi,qi);;:: K(1- y)lmu;lmv;, 

(lqjOI _ Iq;!)-l 
:::;; 21qjOI 

K(1 - y) 1m Ui 1m v; 

:::;; K-
1(1 _ y)-l[(_P_ + _1_) Icos 01 

1m Vj p 1m u j 

+ p + (l/p) yK u] 
1m Vj 1m u j (1 + 2M') 

:::;; K-
1(1 - y)-l(p + l/p)(2/u). (6) 
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On the other hand, 

exp I~qjl = exp a Iq~OI 

S exp ta[p + (1/p)][Mu + Isin 01 U). (7) 

For y S Yo = t, Isin 01 S sin 00 = K/(2 + 4M') < t, 
we have, using (3), (6), and (7) 

IF(A, k)1 s c[~ (IAI + 111) rn 
x exp tna (IAI + 1..) [Mu + sin OoU] (8) 

IAI 

(note that U sin 00 = [KI(2 + 4M')]M'u < u). 
To obtain an estimate for Isin 61 > sin °0 , we first 

rewrite (8) in the form: 

IF(A, k)1 S C['±'(IAI + 1..)J4nexp tna(IAI + +) 
KII IAI IAI 

x [2~U (1 + 2M') + uJ sin 00 

or 

IF(A, k)] S C['±'(IAI + 1..) ] 4nexp tna(IAI + 1..) 
KU IAI IAI 

x [2~U + e: + 1) uJ sin 00 (9) 

(valid for A = peiB, Isin 01 S sin ( 0), 

We now apply the following form of the Phragmen­
Lindelof theorem. 

Lemma 1: Let I be a function of one complex 
variable, holomorphic in a neighborhood of the set D: 

D = {A = pei"', p > 0, 00 s q; S 7T - eo}, 

where ° < 00 < 17T. Assume that there are constants 
Ao > 0, Bo > 0, A > 0, and B > 0, such that 

(1) for A = peiO. or A = _pe-i8o , p> 0, 

I/(A) I s Ao exp BorlAI + (l/lAI)], 

(2) for A E D 

I/(A) I s A exp B[lAI + (lIlA!)]. 

Then, for all A E D, 

1/0.)1 s Ao exp (Bo/sin ( 0) 1m [A - (l/A)]. 

Prool: (Given here for completeness; it is a para­
phrase of the well-known proof of the Phragmen­
LindelOf theorem and can be omitted.) Denote h the 
function, 

h(A) = {exp i(Bo/sin Oo)[A - (lIAm/(A). 

For A = pei"" p > 0, ° s q; S 7T, we have 

I h(A) I ::;; {exp ( - Bo/sin (0) sin q;[p + (II p)]} I/(A)I, 

so that 

Ih(A)1 s Ao for A = peiOo or - pe-i8o
, (p > 0), 

Ih(A)1 SA exp B(IAI + I~I) for A E D. 

The function h, defined by 

h.().) 
= exp [-€(A! i)(lT-Oo)/I .. -28o) - €( if A)( .. -Bol/(lT-28o)]h(A), 

satisfies, for A E D, 

Ih.(A)1 sA exp {B(IAI + I~I) 
- € sin lOilAla + IAI-a)} 

while, for A = peiD• or - peiB., (p > 0), 

Ih,(A)1 s Ao· 

(€ > 0), 

Here Cf = (7T - (0)/(7T - 2(0) > 1. By applying the 
maximum principle to h, in sets of the form 

{A:A = pei
'!', C 1 S p s L, 00 s q; S 7T - Oo} 

for all sufficiently large L > 0, we find that IhiA)1 s Ao 
for all A ED. Letting € tend to zero yields the same 
inequality for Ih(A)I. Hence, 

II(A)I S Ao I exp -i .Bo (A - !) I 
sm 00 A 

= Aoexp~lm (A _1) 
SIn 00 A 

in D. 
Applying this result to the function of A 

F(A, k)f[2i + A - (l/A)]4n, 

and using the inequalities 

IAI + 11\ s 12i + A - ~ 1 s /2 + IAI + I~II 
in the upper half-plane, we obtain 

/F(A, k)1 s C['±'(2 + IAI + +)J4" 
KU IAI 

x eXPlna(IAI + 1~1)[2:U + e: + 1)UJ; 
(10) 

this inequality is valid for: Isin 01 > sin °0 , But since 
the right-hand side also majorizes the right-hand side 
of (9), it is valid for all A ~ 0. For each fixed A ~ 0, 
the inequality (lO) shows that F(A, p + iq) tends to a 
distribution in p when q tends to ° in any cone where 
M/K is bounded. To obtain estimates on this boundary 
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value, we restrict our attention to points k of the form 

k = P + i€., €j = (u, 0, 0, 0), u > 0, I -:;. j -:;. n. 

Let q; E ~(R4n) with support in {p:llpill < R, 0-:;' 

j -:;. n} (recall that Po + PI + ... + Pn = 0; 

Denote 

IIpj ll2 = J
o
lpjI2). 

G(A; u; q;) = f H{[AJ(p + i€.)}q;(p) dp 

(dp = d4P1 ... d4pn). This is a Coo function of A and 
u 0. .:p 0, U > 0) with 

(om/oUm)G(A; u; q;) = G(A; u; Amq;), 

where A is the differential operator, 

n oq; 
Aq;(p) = -ij~l op~ (p). 

We can take M = 1 = K so that, by (10), 

I am. I [4 ( 1 )] 4n oum G(A; u; q;) -:;. C ~ 2 + IAI + iT! 

x [exp tna(IAI + 1~1)(2U + 5R)JfIAmq;(P)1 dp. 

By standard procedures,9.13 one finds that (om/oum) X 

G(A; U; q;) is continuous at u = 0, and that, for 
0-:;' u -:;. uo, 

j oou: G(A; U; q;)j-:;. C[4(2 + IAI + l/lAI)J4n 

X [exp tna(IAI + 1!)(2UO + 5R)] 

4,,+1 f 
X ~o ur-4n IAm+rq;(p)1 dp (11) 

for any Uo > O. In particular, taking Uo = tR, we 
obtain 

IG(A; 0; q;)1 -:;. r",[2 + IAI + (11lA1)]4n 

X exp 3naR[IAI + (IliA\)], (12) 

where r is a constant depending on q;. The conver­
gence of G(A; u; q;) to G(A; 0; q;) is uniform when A 
remains in a compact of C - {O}, as shown by (11), 
so that G(A; 0; q;) is holomorphic in A for a fixed q;. 
Moreover, (12) and the use of Cauchy's formula 
prove that G(A; 0; q;) defines a holomorphic vector­
valued function of A with values in the space of 
distributions of order -:;. 4n + 1. Thus, there is a 
distribution ao(A; p ) (distribution in P depending 

18 M. Zerner, "Les fonctions holomorphes a valeurs vectorielles 
et leurs valeurs aux bords," Lecture Notes, Orsay (1961). 

holomorphically on A .:p 0) such that, for real A > 0, 

ao(A;p) = ao([A]p), ao(-A;p) = ro([-A]p), 

so that we write, by definition, 

ro(A;p) = ao(-A; -p), A E C - {O}. 

Using (3), we obtain, for real A .:p 0 

IG(A; 0; q;)1 -:;. r ",[2 + IAI + O/IAI)]4n. (13) 

[This simply reflects the temperedness of alp) and 
ro(p).] To exploit these inequalities, we define 

K.{t[A - (I/A)]; q;} = t{G(A; 0; q;) 

+ G[-{l/A); 0; q;]}, 

Ka{t[A - (I/A)]; q;} = !fA + (I/A)J-I 

[G(A; 0; q;) - G( -l/A; 0; q;)]. 

The functions Ksa; q;) and Ki'; q;) are entire 
functions of the variable ~. To see this, consider the 
holomorphic function of two variables Zl' Z2, defined, 
for Zl + Z2 .:p 0 and Zl - Z2 .:p 0, by 

G(ZI + Z2; 0; q;) - G(ZI - Z2; 0; q;). 

Because it is antisymmetric in Z2' it can be written 
Z2g(ZI, z~). Setting Zl = !fA - (I/A)], za = ![A + (I/A)] 
we obtain 

t[A + (l/A)]g{!fA - (I/A)], irA - {l/A)]2 + I}. 

To obtain bounds for these functions one can, for 
example, notice that 

(%A) G(A; 0; q;) = G(A; 0; -MOlq;), 

Hence 

G(A; 0; "p) - G( -1 ; 0; q;) 

=fA G(,u; 0; _MOlq;) d,u, 
-1/). 

the integral being taken on any contour avoiding O. 
There always exists an arc (A, -I/A) of the circle pass­
ing through A, -I/A, ±i, X, -I/X, which is contained 
in {,u:(I,u/"":' Il/AI)(lAI - l,ul) ;;:::: OJ. We choose this 
arc as our contour of integration; its length is always 
-:;. 71' IA + (I/l)l; every point ,u on the contour is 
such that l,ul + (l/Ipl) < 2[1AI + (l/IAI)]. Finally, 
using (12), we find 

IKaWI -:;. t71'rlllo1",(4 "I + 6)4n exp 12naR(I~1 + 1). 

(14) 
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It is even simpler to obtain a bound for K.(~) 

IK'(~)I ~ r9'(21" + 4)4n exp 6naR(I" + 1). (15) 

For real A, IA + (1/A)1 ~ 1 so that 

IKaWI, IKsWI ~ r 9'(21" + 4)4n, ~ real. (16) 

(For real', A and I/A are necessarily real.) These 
inequalities show that for real" K.( 0 and Ki ') are 
Fourier transforms of distributions with support in 
{T: ITI ~ 12naR}. In other words 

I KaC~; p)ljJ(~) d~ = I K.(;; p)1J!(~) d~ = 0 

for every ljJ E S(R) such that the Fourier transform ip 
of ljJ has its support in {T: ITI > 12naR}. This can be 
rewritten 

Note that these integrals are known to converge 
because of the temperedness of ao and ro. 

B. Other Generalized Retarded Functions; 
Time-Ordered Function 

We recall that the grf are labeled as follows7: 
consider the subspace ~n+1 of Rn+I defined by 

{s = (so, S1"", sn):.ISj = o}; 
,=0 

~n+1 is divided into cells by the hyperplanes of the 
form {S:SI = O}, SI denoting .~Si for every proper 

JEl 

nonempty subset! of to, 1, ... ,n}. Each cell S the sub-
set of ~n+1 defined by attributing a certain definite 
sign to each partial sum SI' For example, 

H(p + iq) l1':)s. For more details we refer the reader 
to Refs. 2, 6, 7, 9, and 14. 

Considerations analogous to those of the preceding 
subsection lead to the following result. 

There exists, for each cell S, a distribution rS(A; p) 
on R4n depending holomorphically on A E C - to} 
with the following properties: 

(1) ,seA; p) = r-s( -A; - p); 
(2) rS(A; p) = rS([A]p) for real A> 0; by (1) this 

implies rS(A; p) = r-s([A]p) for real A < 0; 
(3) there exist constants A > 0, B > 0, such that, 

if p E j)(R4n) with support in 

{p: Ilpill < R, 0 ~j ~ n}, 
one has 

II,s(A; p)p(p) dPI ~ A (1 + IAI + I~sn 

x [exp BR (IAI + I~I) J N( p), (17) 

p -+ N(p) being a certain norm in j)(R4n); 
(4) if ljJ E S(R) is a function of a real variable whose 

Fourier transform vanishes in {T; ITI ~ 4 BR}, then 

lOO dAljJ[HA - DJ (1 +~) 
x {I~[,s([A]P) + r-

s 
([ -1J p) J pep) dP} = 0, 

(18) 

loo dAA ljJ[HA -1) J 
x {fH,s([A]P) - r-

8
([ -1Jp) JP(P) dP} = 0 

(19) 

for all P E j)(R4n) with support in {p: Ilpill ~ R, 
o ~j ~ n}. We omit the detailed proof of this 
statement which uses no other ideas than those of A. 

We need the analog of (18) and (19) for the "T­
product" or "time-ordered function." This distribution 
T(p) in momentum space is the Fourier transform of 

-rex) = ~n+1 (;l(X~o - X~l) ••. (;l(X~(n_l) - X~n) 
"Ey 

So={SE~n+l:Sl>O if O¢,:I,s[<O if OEI}. _ X [Q,A"o(x"o)···A"n(x"n)Q]. 

The "truncated time-ordered function" TT is the 
To each cell S is associated a grf denoted r S ; this is Fourier transform of fT(x), obtained by replacing, 
a tempered distribution in momentum space, the in the above formulas, all Wightman functions by the 
boundary value of a function r'\p + iq) holomorphic corresponding truncated Wightman functions. 2 It is 
in the tube 1':)s. well known7 that the grf defined from truncated 

S Wightman functions coincide with those defined from 
1':) ={k=p+iq:QlEV+ if SI>O in S}. 

Obviously 1':)-s = _1':)s. Actually all functions 
rS(p + iq) are branches of H(p + iq), i.e., rS(p + iq) = 

the ordinary vev. Using this fact and Ruelle's method,7 

14 J. Bros, High-Energy Physics and Elementary Particles (lAEA, 
Vienna, 1965). 
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assuming a strictly positive minimum mass", for all 
states orthogonal to the vacuum, it is easy to see that 
rS(p} coincides with 'TT(p) in the domain defined by 

{P:PJ¢.P- or pi < ",2 for all I such that SI > 0 in S}, 

( PI = ~Pj)' 
JEI 

which contains a neighborhood of 

{p:po E S}. 

The family of these open sets covers the whole real 
momentum space; to summarize: each point p in real 
momentum space is the center of a real open ball in 
which 'TT coincides with at least one rS. Obviously, in a 
neighborhood of -p, 'TT coincides with r-s. Let g; be 
a function in ~(R4n) with support in {p: IIPi II < R, 
o sj S n}. Using a partition of the unit we deduce 
from (18) and (19): 

Loo dAtf{~( A -1) J(1 + A-
2

) 

x {fU'TT([A]P) + 'TT([ -1Jp)tp(p) dP} = 0, 

(20) 

Loo ~A ~[HA -1) ] 
x {fH'TT([A]P) _'TT([ -1Jp)Jtp(P)dP =0, 

(21) 

for all ~ in 8(R) whose Fourier transform vanishes in 
{'T: 1'1'1 S 4BR}. '1' differs from 'TT by sums of (tensor) 
products of delta-functions and truncated time­
ordered functions of fewer variables; thus (20) and (21) 
continue to hold if 'TT is replaced by '1' in these 
formulas. (The constant B is a nondecreasing function 
of n.) 

3. ADDITIONAL ASSUMPTIONS AND SOME 
CONSEQUENCES (SPINLESS CASE) 

A. First additional assumption 

We assume that the Hilbert space Je decomposes 
into a direct sum of (charge) superselection sectors, 

Je = { EBJej }, 
JEG 

where G is an Abelian group with additive notation. 
Each sector Jei is itself assumed to be a direct sum, 

No 

Jeo = CO + EB JeOk EEl Jeg, 
k~l 

N, 
Jei = EB Je jlc EEl Je~ (j =;I: 0), 

k~l 

where the subspaces Jell.:' Jej are all invariant under 
U(a, A);PIlPIlI Jej ~ M; > O;Njis at most countably 
infinite; the restriction of the representation {a, A}-.. 
U(a, A) to the subspace Jejk is irreducible and unitarily 
equivalent to [mil.:' 0], and 

mil < mJ2 < ... < mjr < ... < Mi for allj. 

B. Second additional assumption 

For each j E G and each domain B c R', let 

We assume that 

U RjCB)O is dense in Jei and 
B boumled 

[RiB)]* = }Li(B). 

It then follows, by the Reeh-Schlieder theorem, that 
R;CB)O = Jei for every domain B in R4. A partial 
justification of these assumptions can be found in the 
work of Borchers, I) where it is also shown that they 
imply mjk = m-il.: for allj and k. 

Let Eik be the projector onto Jeil.:' Ej the projector 
onto Jef, Eo. the projector onto CO. Define 

Rjl.:(B) = {A E R;(B), (n, An) = 0 

(Jeir , An) = 0 for all r, < k}. 

Let A(O) E Rj(B), A(x) = U(x, l)A(O)U(x, I)-I. Then 

if 1= k, 

if 1 < k. 

Therefore EilcRjk(B)n = Jeil.:' We denote ROO(B), 
R;'(B), and R;',.(B) as the subsets of R(B), Ri(B), and 
Rjk(B), respectively, consisting of elements A such that 
there exists a COO function tp with compact support K 
on the Poincare group and an operator Al E R(BI ), 

Rj(BI ), or RjiB1) (respectively), such that 

A = f tp(a, A)U(a, A)AI U(a, A)-l da dA, 

and K· BI C B. 

(Here da dA stands for the invariant measure on 
the Poincare group; the integral is meant in the 
weak sense.) The Reeh-Schlieder theorem shows that 
ROO(B)n, R;'(B)O, and EjkR~(B)n are respectively 
dense in Je, Jej , and Jejk • 

Since the restriction of the representation U to the 
subspace Jeik is unitarily equivalent to [mil.:' 0], there 
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exists2.15-17 a linear unitary map Vik from Je ik onto the 
space of complex functions f on the submanifold of 
R4 , 

{p E R4 :(p, p) = m~k' pO> O} 

(upper sheet of mass hyperboloid), equipped with the 
scalar product 

(j, g) = J f*(p)g(p) dQ(p), 

dQ(w(p), p) = d3p/2w(p); w(p) = (p2 + m~k)!' 
Moreover, 

Vik U(a, A)'Y(p) = eiPa(Vik'Y)(A-lp) 

for all 'Y E Jeik . 
Vik is uniquely defined up to multiplication by a 

constant of modulus one. 
Let A1(O) E RjiB1), A2(O) E Rjk(B2) [so that Ai(O) E 

R-ik(B1)" A:(O) E R-ik(B2)], where BI and B2 are 
bounded domains; denote 

We have 

fl(P) = [VikEikAl(O)Q](p), 

f2(P) = [VikEikA2(O)Q](p), 

g~(p) = [V_jkE_jkA~(O)Q](p), 

g:(p) = [VjkE_ikA:(O)Q](p). 

J f:(p)ft(Ap)eiPa dQ(p) 

= (Q, A:(O)U(a, A)EikAl(O)Q). 
In particular, 

f:(p)A(p)b(p2 - m;k)(J(pO) 

(see Ref. 2). 

= ~ J(Q, A:(O)EjkAI(x)Q)e-iPJl dx 
(21T) 

Let us denote 

W+(x) = (Q, A:(O)A1(x)Q), 

W-(x) = (Q, A 1(x)A:(O)Q), 

C(x) = (Q, [A:(O), Al(X)]Q), 

W±(p) = (21Tr4J e-iP",W±(x) d4x., 

C(p) = (21T)-4J e-iP,"C(x) dx 

(in the sense of distributions). W± has its support 
contained in V ±; it coincides with ± C(p) in V±. 

15 E. P. Wigner, Ann. Math. 40, 149 (1939); reprinted in F. J. 
Dyson, Symmetry Groups in Nuclear and Particle Physics (W. A. 
Benjamin, Inc., New York, 1966). 

16 R. F. Streater and A. S. Wightman, peT, Spin and Statistics 
and All That (W. A. Benjamin, Inc., New York, 1964). 

17 A. S. Wightman, in Relations de dispersion et parricuies ele­
mentaires, C. deWitt and R. Omnes, Eds (Hermann & Cie, Paris, 
1960). 

Moreover, the formula 

W+(p) = (21Tr4J e-iP"'(A2(O)Q, U(x, l)Al(O)Q) dx 

shows that W+(p) is a spectral measure of the energy­
momentum operator; its support is therefore contained 
in the set 

{p:(p, p) = m~k' po > O} 
u {p:(p, p) ~ m7k+l, po> OJ. 

Let a be a Coo function of a real variable with support 
contained in the open interval )0, m;.k+l[ and such that 
a(m;k) = 1. Then 

(21T)-4 J e-i1""(Q, A:(O)E'kU(X, l)Al(O)Q) dx 

= a(l)W+(p), 

so thatf:(p)flp)b(p2 - m;k)(J(pO) is the restriction of 
W+(p), to any neighborhood of the hyperboloid 
{p:(p,p) = m;k'po > O} not intersecting {p:(p,p) ~ 
m;.k+1}' Similarly, 

gl( - p )g:( - p )b(p2 - m:: i .kW( _ pO) 

is the restriction of W-(p) to any neighborhood of 
{p:(p,p) = m:'jk,po < O} not intersecting 

{p:(p, p) ~ m:: j .k+1}' 

On the other hand, the support of C(x) is contained 
in B2 - Bl + V+ U V-. Denote 

ii(x) = O( -xo)C(x), a(p) = (21T)-4J e-iPXii(x) dx, 

rex) = -O(XO)C(x), rep) = (27T)-4J e-iPXr(x) dx, 

a'(p) = (p2 - m;k)a(p), r'(p) = (p2 - m7k)r(p); 

a'(p) [respectively, r'(p)] is the boundary value of a 
function H+(k ) [respectively, H-(k)] holomorphic in the 
forward tube (respectively, the backward tube). a'(p) 
and r'(p) coincide in {p:(p,p)2 < m;.k+l} so that (by 
the 10st-Lehmann-Dyson representation or by the 
theorem of Glaser and Streater) H+(k) and H-(k) are 
restrictions of a function H holomorphic in 

{k = p + iq; (k, k) ¢ m;.k+1 + R+}, 

C(p) = a(p) - rep) 

_ l' ( H(p + i€q) _ H(p - i€q) ) 
- 1m 2 2 2 2 

,-0 (p + i€q) - mile (p - i€q) - m jk 
.>0 

with q€ V+. This coincides with 

2i1TH(p)b(p2 - m;k)€(pO) 

in any neighborhood of {p: p2 = m;k} not intersecting 
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{p: p2 ~ m;k+l}' It follows that fi(p)h(p) and 
gl( -p)gi( -p) are restrictions of the same function 
holomorphic on the whole complex hyperboloid 
{k:(k, k) = m;k}' This is equivalent to the following 
property. 

For each p such that (p, p) = m;k' pO > 0, and for 
each Ao E L~ the two functions 

A __ f:(A;lA-1p)!t(A-1 p), AEL~, 

- A -- g:(A;IA-1p)gl(A-I p), - A ELl 
are the restrictions to L~ and L! (respectively) of a 
function holomorphic on the complex Lorentz group 
L+(C). [Note that if Ao/2 denotes the function 
p --12(A;lp), we have 

Aof2 = VjkEikA~O, 
where 

A~ = U(O, Ao)A2(0)U(0, Ao)-l E RiiAoB2); 

if A2(0) E Rj~(B2)' then A~ E R~(AoB2)]' (Note: A 
refinement of the above argument leads to the result of 
Borchers;;: m;k = m:ik ; an equivalent proof uses the 
Jost-Lehmann-Dyson integral formula). We also 
notice that, if A1(0) E Rj~(BI)' then 11 is in S on the 
hyperboloid. This means that [p --h(w(p), p)] E S(R3) 
or, equivalently, that [A --heAp)] E S(L!). 

We need the following result. 

Lemma 2: One can normalize Vik and V_ jk so that, 
for every bounded domain BI and every A1(0) E Rj~(Bl) 

for which h = VjkElkAl(O)O, gi = V-ikE_ikAi(O)O, 
the two functions 

A -+ fl(Ap), (A ELl), 

- A -- gl(Ap), (-A E E+) 

[where p is real and satisfies (p, p) = m;k' po > OJ are 
the restrictions to L! and L-t.. (respectively) of a 
function holomorphic on the whole complex Lorentz 
group L+(C), and Coo in A and pin 

L+(C) x {p:p2 = m;k' pO> O}. 

The proof of this lemma is given in Appendix 2. 

4. USE OF THE ASYMPTOTIC CONDITION 

We now consider, as in Sec. 2, a finite sequence of 
(n + 1) HA-fields, Ao,"', An with the following 
properties. 

(1) AiO) E R':;kj(Bj ) where Bi is a bounded domain 
in R', di E G, 0 S j S n. 

(2) VdjkjEdlk;A;(O)O = jj ~ 0 (0 sj S n), 

V_d/k;E_dJk;A:(O)O == Itl ~ 0 (as a consequence). 

jj and gj are functions (in S) on the hyperboloid 
{p: p2 = m;, po > O} (mj is used instead of mdjk; in 
the rest of this section). 

The fields Ao, ••• ,An then describe the particles 
(0, k o), ... , (n, k n) and their antiparticles. It has been 
shown by Araki2 (see also the papers of Haag,! 
Ruelle,Is Araki, Hepp, and Ruelle,19 and Hepp20.21) 

that asymptotic outgoing and ingoing free fields can be 
defined for each of these particles and that the corre­
sponding S-matrix is Lorentz invariant. 

Let SI and S2 be the two distributions (kernels of the 
S-matrix) defined, on the manifold 

{ 

r n 

P = (Po, ... ,Pn): 2Pj = 2 PI; 
;=0 1=ri-1 

by 

p! = m~, p~ > 0 (0 S h S n)}, 

Sl(PO,"', Pr; Pr+l"", Pn)b(iPi - i PI) 
;=0 I=ri-l 

= (0, aoout(po)' .. arout(Pr)b:+l in(Pr+l}'" b: in(Pn)O), 

S2(Pn,"', Pr+l; Pro"', PO)b(±P1 - i PI) 
1=0 1=ri-1 

= (0, anout(Pn)'" ar+lOut(Pr+l)b;in(Pr)'" b~in(Po)O). 

The creation and annihilation operators are those 
of the asymptotic fields 4>11 out and 4>11 in associated with 
the HA-fields Ak , 

4>lIexCX) = (21T)-! f d'pb(p2 - m~)(j(p~ 
X [aheip)e-iP", + b:ex(p)eiP:l:]. 

We have, for A E L!, Sl(Ap) = Slp); Sr(Ap) = Slp). 
Let 'Po,"', 'Pn be Coo functions with compact 

support in R4 such that: (1) The support of 'PII is 
contained in {p E R4:0 < (p,p) < mdh.kh+l ,po> O}for 
Os h S n. (2) For 0 Sj <j' s r, r + 1 S / < 
l' S n, 'Pi and 'Pi' (respectively, 'PI and 'PI') are "non­
overlapping,"20.21 that is, if Pi E supp 'Pi and Pi' E 

supp 'Pi" then 
Wj(Pi)Pr ~ wi'(Pr)P;, 

where Wj(P;) = [p; + m~]!; this quantity will be 
denoted Wi in the sequel. 

Using the asymptotic theory,2.2O it can be shown 

18 D. Ruelle, Helv. Phys. Acta 35,147 (1962). 
19 H. Araki, K. Hepp, and D. Ruelle, Helv. Phys. Acta 35, 164 

(1962). 
20 K. Hepp, Commun. Math. Phys. 1, 95 (1965). 
U K. Hepp, in Brandeis University Summer Institute a/Theoretical 

Physics, Vol. 1, Axiomatic Field Theory, M. Chretien and S. Deser, 
Eds. (Gordon and Breach Science Publishers, Inc., New York, 1967). 
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that (for A E L!) 

FI(A) = f Sl(PO,' .. ,Pr; Pr+l' ... ,Pn) 

X !5ctp; -z=t/z) 
X II g;(Api)pipi)!5(P~ - m~)e(p~) 

OS;5r 

X II ft(Apz)Pz(Pz)c5(p~ -m7)e(p~) dpo" . dPn 
r+lSZSn 

is the limit, when t - 00 of 

GI(A; t) = f 1"(Apo, ... ,APn)c5~s~/;)oLt p;( - Pi) 

X exp [i(p~ + wi)t] II Pz(pz) 
r+lSZSn 

X exp [-i(p~ - Wz)t] dpo' .. dPn. 

Furthermore, setting A = [it](it > 0), one finds that 

IFI([itJ) - G1([it]; t)\ < M1(it)K1(t), 

where Kit) - ° and MIO.) does not increase faster 
than a power of [it + (l/it)] when it- 00 or it_ 0. 

It follows that, if"P is a function in S(R) we have 

lim roo dit"P[! (it - !)J(1 + it-2
) 

t .... +oo Jo 2 it 
X {Fl([it]) - G1([it]; t)} = 0, 

lim roo dit "P[!(A - !)J{F1([itJ) - G1([it]; t)} = 0. 
t ... +oo Jo it 2 it 

Similarly, denoting 

F2(A) = f S2(Pn, ... ,Pr+1; Pr' ... ,Po) 

X !5(iPi - i PI) 
1=0 Z-r+l 

X II !;(Ap;)Pi(PS)!5(p: - m~)e(p~) 
OSj5r 

X II gZ(Ap')PZ(P,)!5(p~ - m~)e(p~) dpo ... dPn 
r+lS/5n 

and 

G2(A; t) =f7{ -Apo,' .. ,-APn)!5( ! Pi) 
OSiSn 

X II p,( -Pi) exp [i(p~ + W;)t] 
OSiSr 

X II plPz) exp [-i(p? - WZ)t], 
r+lSZ5n 

Using the results of Sec. 2, we see that there exists a 
number R > ° (depending on the supports of the Pi) 
such that, if supp if (the support of the Fourier 
transform of "P) is contained in {1" E R: \1"1 > R}, then 

50
00 

dit"PG (it - 1) J(1 + A-2
) 

X {G1([A]; t) + G2 ([1J; t)} = 0, 

50
00 

~A "Pnc - n J{G1([A]; t) - G2 (GJ; t)} = 0. 

So that 

50''> dA"P[~ (A -1) J(1 + it-2
) 

X {F1([A)) + F2(D])} = 0, 

50
00 

d; "PG(it-1) ] {F1([A]) - Fz(GJ)} = 0. 

Defining the new variable ~ = HA - (I/A)] and 

F.(~) = MF1([A]) + F2([1])}, A = ~ + (~2 + 1)t, 

Fa<~) = Hit + ~r{Fl([it]) - F2(G])}, 
we find that F.(~) and FaW are functions in S(R) 
which satisfy 

50
00 

d~"PWF.(~) d~ = 0 = 50
00 

d~"P(~)Fa<~) d~. 

F. and Fa are Fourier transforms of functions with 
support in {1": I TI ~ R} and are therefore restrictions 
(to the real axis) of entire functions. Hence, 

F1([A)] = F'[HA - ~) J + (A + 1)F{HA - ~) ] 
and 

F2([-it]) = F.[~(- i + it) J 

+ (it + 1) F{H -1 + it) ] 
are restrictions to {it > O} and to {it < O}, respectively, 
of a function holomorphic in {A E C, A ¥- O}. In 
other words, continuing F1([A]) holomorphically to 
a negative value Ao of A, one obtains Fi[ - Ao])' 

On the other hand, applying Lemma 2 [and the 
fact that the topological space of functions of A and p, 
C"" in A and p and holomorphic in A coincides with 
the space of (vector-valued) Coo functions of p with 
values in the space of holomorphic functions of A], 
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we find that F1([A]) has a holomorphic continuation 
in {A E C, A :;!= O} which, for real A < 0, is given by 

f Sl(PO"", P.; P.+1,···, Pn) 

x II fl- [A)p;)9?;(p;)b(p; - m;)(j(p~) 
O:Sj:S. 

X II gz( - [A)p!)9?!(p!)b(p~ - m~W(p~) 
.+l:S!:Sn 

X b(!pj - i PI) dpo'" dPn· 
j=O !=.+1 

This must coincide with F2([ -AD. In particular, 
setting A = -1 we obtain 

f [Sl(PO, ... , P.; P'+l' ... , Pn) 

- SlPn' ... ,P.+l; Pro' .. ,Po»)b( !p; - i P!) 
j=O !=r+1 

X II f;(Pj)9?;(pj)b(p; - mD(j(p~) 
O:Sj:S. 

X II gl(p!)9?lp!)t5(p~ - mD(j(p~) dpo' .. dPn = O . 
• +1:S!:S n 

This being true for any choice of the HA-fieids 
Ao, ... , An, the wavefunctions of the type 

IIfj9?j and II g!9?! 
i ! 

are sufficiently numerous to ensure the equality of 
Sl(PO"" ,P.; P.+1'··· ,Pn) and S2(Pn,'" ,Pr+1; 
Pr' ... ,Po), which expresses the CTP invariance of 
the S-matrix. 

5. GENERALIZATION: ARBITRARY SPINS 

The arguments of the preceding sections can be 
generalized to theories describing particles of arbitrary 
spins. If half odd-integer spins occur, the assumptions 
of Secs. 1 and 3 must be generalized as follows. 

(1) One must postulate the existence of a continuous 
unitary representation {a, M} ---+ U(a, M) of the 
covering group ~! of the Poincare group, the existence 
of a unique vacuum, and the positivity of energy. We 

identify the covering group L+(C) of L+(C) with 
SL(2, C) x SL(2, C) (see Ref. 11) and the covering 

group II of L! with the subgroup of SL(2, C) x 
SL(2, C) formed by the pairs (A, A) (A denoting the 
complex conjugate of the matrix A). If M = (A, B) E 

Lt(C) and x E C4, we denote Mx the vector of C4 such 
that 

(MX)"TJl = A(xJlTJl)BT 

TO = 1; 'T1' T2, and 'T3 are the Pauli matrices. 
(2) Je = EB Jej , G being an Abelian group as in 

Sec. 3. JEG 

Ni 
Je j = Jej ® EB Je jk (j:;!= 0), 

k=l 
No 

Jeo = CQ ® Jeg ® EB JeOk , 
k=l 

Nj may be infinite (0 ~j). 

(PJl P ) I JeC > M2 
" )- 3' 

(PJlPJl ) I Je jk = m;k; 

0< m jl < m j2 < ... < M j (0 ~ j). 

(3) The restriction of the representation U of ~! to 
Jejk is unitarily equivalent to the irreducible repre­
sentation [m ik , Sjk)' This means that there exists a 
unitary operator Vjk (unique up to a phase factor) 
mapping JCik onto the space of square-integrable 
(vector-valued) functions on the (half) hyperboloid 
{p:(p,p) = m~k'po > O} with values in C2sjk+l. Such 
a function has 2sjk + I components fa, where IX = 
-Sjk, -Sjk + I,"', Sjk - 1, Sjk; ~! is represented 
in this space by 

(U'(a, M)f)(p) = <]Y(M)f(M-lp), 

U'(a, M) = VikU(a, M)Vj~, 

the scalar product being given by 

with 

Here, L ---+ :DS(L) is a well-known representation of the 
full linear group GL(2, C) in C2s+l satisfying 

:D8(L*) = :D8(L)*, :Ds(LT) = :D8(L)T; M ---+ 1Y(M) 

is the mapping of L+(C) defined by '.D 8 [(A, B») = 
:DS(A). If P E R4 (or C4), p and p are the 2 x 2 

matrices p = pOI - p. 't, P = pOl + p. 't = pJl'TJl' 

If (p,p)2 = m2 > 0 and pO :> 0, m-Ip and m-Ip are 

two inverse, positive definite matrices with deter­
minant 1. 

(4) The existence of algebras R(B) with the same 
properties as in the preceding sections, except cyclicity 
of the vacuum, is postulated. Moreover, we assume 
that, for every domain B of R4, there exists a set of 
bounded operators I(B) such that: I(B) is a weakly 
closed vector subspace of L(Je); I(B)* = I(B); if 
Bl c B2 , I(Bl) C I(B2); 

U(a, M)I(B)U(a, M)-l = I(a + MB). 

If Bl and B2 are spacelike separated and 1fl E I(BI ), 

1f2 E I(B2), Al E R(BI ), then 

1f11f2 + 1f21f1 = 0, 1f2Al - 1flA2 = 0; 

if 1f1 and 1f2 E I(B), then 1f11f2 E R(B). For every 
bounded B we define I'; (B), Ij~(B) analogously to 
R';(B), R;',,(B), (see Sec. 3). We assume that I~(B) = 
I~/B)* and that 

[Ij(B) U Rj(B)]Q 
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is a total system of vectors in JCi . We call a fermion 
(respectively, boson) HA-field an operator-valued 
function x --+ tp(x) [respectively, x --+ A(x)] such that 

tp{x) = U(x, l)tp(O)U(x, 1)-\ tp(O) E liB), 

A(x) = U(x, I)A(O)U(x, 1)-1, A(O) E li(B), 

for some j and some bounded B. 
Borchers' argument again shows that mi .k = m-i .k • 

Let tpl(O) E 1;'(B1), tpz(O) E 1;'(Bz), B1 , and Bz being 
bounded domains in R4. Denote 

gl = V-ikE_iktpl(O) *0., gz = V-ikE_iktpZ(O)*n 

(where gi means: glip) = glip); Eik = projector onto 
Je jk ]· 

It is shown in Appendix 2 (Sec. A, 2.2) that, if 
fl (or h) ':F 0, one must have S;k = Sjk and that 2s jk 

must be odd. Furthermore, with a suitable normal­
ization of V-ik , there exists a function k --+ vI(k) holo­
morphic on the complex hyperboloid {k: (k, k) = m~k} 
with values in eZSjk+l such that, for p real, (p,p) = 

m7k' pO> 0, 
vI(p) = 11(P), 

vi -p) = ']}'(mj,;p)'j)sh)gl(P) (S = Sjk)' 

A similar discussion can be made for boson HA-fields. 
This property allows us to generalize the argument of 
Sec. 4; the S-matrix kernels are no longer Lorentz­
invariant, but (holomorphically) covariant. This 
introduces only insignificant changes in the argument, 
which we omit. 

6. CONCLUSION 

The proof presented here is provisional in two 
respects: (1) It only proves the CTP invariance of the 
S-matrix. A natural conjecture is that, in any theory 
satisfying the assumptions of Sec. 1, there exists an 
anti-unitary operator (J such that (Jz = 1, en = 0., 
(JU(a, A)O = U( -a, A), and (J[R(B)](J = R( -B). The 
method of the present paper sheds no light on this 
problem. (2) The CTP invarianceofthe S-matrix (with 
the assumptions made here) would follow trivially if it 
were shown that the holomorphy domain of the 
p-space analytic function [known to be schlicht and 
invariant under L+(C)] contains points on the mass­
shell arbitrarily close to all physical points; the 
presence of such points of analyticity is known at 
present (for the general n-point function) only near 
certain physical points, but there is good hope to 
prove it in general. 

Finally, it hardly needs to be remarked that the 
result is not expected to strengthen the evidence for 
the CTP invariance of nature. It rather serves to 

confirm the close relationship of theories of local 
observables with Wightman field theories and the fact 
that experimental evidence of violation of the CTP 
invariance would force the abandonment of the present 
notions of locality. 
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APPENDIX I 

This appendix is devoted to an exercise in analytic 
completion which is included for the reader's con­
venience; the results are immediate consequences of 
the ideas of Refs. 9, 10, 14, 22, and others. 

Lemma AIl: Let D be a domain in eN, P a sub­
domain of D containing the origin 0, and L1 a domain 
in eX +1 of the form 

L1 =.N' nO., 
where 

0. = p, z:A E e, 1m A> 0; Z = (Z1o"', ZN) ED}, 

and .N' is an open connected neighborhood of the 
set E 

E = {A, z:lm). = 0, A ':F 0, zED} 

U p, z: 1m A > 0, 1m Z = 0, Z E P}. 

Then (1) the envelope of holomorphy of L1 is 0.; (2) if 
K is a compact subset of 0., there is a compact subset 
K' of E such that every function defined, and con­
tinuous in 0. U E, holomorphic in 0., obeys the 
inequality 

sup 11(1., z)1 ~ sup II(A', z')I. 
(A.Z)EI[ (A' ,Z')EI[' 

Proof: We can assume without loss of generality 
that P contains the closure of a domain of the form 

PI = {z:lzjl < 1, 1m Zj > 0, 1 ~j ~ N}. 

22 J. Bros and V. Glaser, Enveloppe d'holomorphie de deux poly­
cercles (Centre d'Etudes Nucleaires de Saclay, Gif-sur-Yvette, 1961). 
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We replace the variables A, z by 

p, = log (A - b)/(A - a) + log (A + a)/(A + b); 

'I = log (1 + Zi)/(1 - Zi); Zi = tanh Hi' (All) 

where the log is defined as holomorphic in the upper 
half-plane and equal to + 00 at + 00 on the real axis, 
and 0 < a < b, ab = 1. 

By the Heine Borel lemma, for every (), (0 < () < 1T), 
there exists E > 0 such that d contains the set 

d«(), b, E) 

={A, Z: 1T - E < 1m p, < 1T; 0 < 1m 'i < !1T, 

(1 ~j ~ N)} 

U{A,Z: 1T - () < 1m p, < 1T;0 < 1m 'i < E, 

(1 ~j ~ N)}, 

where p, and 'i stand for the functions of A and zi 

defined above. d«(), b, E) is a domain if () is sufficiently 
close to 1T [the condition is tan -!() > 2b/(b2 - 1)]. 
Let f be a function holomorphic in the union of these 
two open sets, which' is a domain invariant under the 
transformation A--+ -1/A. We can always write 

where 
f(A, z) = /seA, z) + [A + (I/A)]Ia(A, z), 

/s(A, z) = Hf(A, z) + f(-I/A, z)], 

Ia(A, z) = Hf(A, z) - f( -I/A, z)] 

are holomorphic in the same domain (and, if f is 
continuous at E, so arela and Is); moreover, 

/s.a = (J) •• ip" n, 
where p, and 'i are the functions defined by (All) and 
the function (J). (resp (J)a) is holomorphic in the tube 

{p" ':1T - E < Imp, < 1T;0 < 1m 'i < !1T, 

(0 ~j ~ N)} 

U {p" ,:() < 1m p, < 1T; 0 < 1m 'i < E, 

(0 ~j ~ N)}. 

The envelope of holomorphy of this tube (its convex 
envelope) contains the union, when 11. varies between 
o and !1T, of the domains 

0'(11.,0) = {p" ':1T - (211.0/1T) < 1m p, < 1T; 

0< 1m 'i < !1T - 11.(1 ~j ~ N)}. 

It follows that f(A, z) is analytic in the inverse 
image 0(11., (), b) of 0'(11., 0). For b - a> 2 cot (11.()/1T), 
0(11., (), b) is connected and has the shape indicated by 
Fig. 1. It is easy to verify that the union ofthe domains 
0(11., (), b) is 

{A, z:lm A> 0, z EP1}. 

Moreover, 0(11., (), b) is contained in the envelope of 

-b 

, 

iy'" 

iy" 
7T_Y 

-Q a a 

, , , 
\ 
\ 
\ 

+1 

2j -plane 
(1< j<N) 

A-plone 

FIG. I. The domain Q(a, 0, b) is the topological product of the 
domains represented. y = 2a0/1r; (b - a)' ~ 41'; y' = {(b - a)­

[(b - a)2 - 4t2jt}/2t; yH = {(b - a) + [(b - a)2 - 412jt}; t = cot 
(rxO/1r). 

holomorphy of d«(), b, E) SO that, whenfis continuous 
at E, 

sup I/(A, z)1 ~ sup I/(A', z')1 
O ... )eO{a.B.bl u: .• 'leA{B.b.d 

and, letting E tend to 0, we obtain, whenfis continuous 
at E, 

sup I/(A, z)1 ~ sup I/(A', z')I, 
(J.,zleO{a.B.bl U',z')eE{B.bl 

where E«(), b) is the compact subset of E given by 

E«(), b) = n d(E, (), b). 
<>0 

The lemma now follows from the following lemma. 

Lemma AI2: Let D be a domain in eN, P a sub­
domain of D, and d a domain in eN+! of the form 

d =.IV' nO, 
o = {A, z, A E C, 1m A > 0; z = (Zl' ... , zn) ED}, 

and .IV' is an open connected neighborhood of the 
set F 

F = {A, z, 1m A 7f6 0, A = 0, zED} 

U {A, z; 1m A> 0, Z E P}. 

Then, (1) the envelope of holomorphy of d is 0; (2) if 
K is a compact subset of 0, there is a compact subset 
K' of F such that every function f defined and con­
tinuous in 0 U F, holomorphic in 0, obeys the 
inequality, 

sup I/(z)1 ~ sup I/(z')I. 
zeK z'eK' 

Proof: (1) We first prove the theorem in a special 
case, 

P = {z:lzi - il < 1, 1 5;.j 5;. N}, 

D = {z: IZj - Kil < K, 1 5;.j 5;. N}, 
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where 1 < K. We make the change of variables 

'i = -(I/z i )(1 ~ j ~ N), 

fl = log (A - b)/(A - a) + log (A + a)/(A + b) 

and apply the tube theorem as in the first part of the 
proof of Lemma All. 

(2) From the special case discussed above, it is easy 
to deduce that the lemma is true when 

P = {z:lzi - wil < Kr, 1 ~j ~ N}, 

D = {z:lzi - wil < r, 1 ~j ~ N}, 

where 0 < K < 1, by taking the union of subdomain 
in D to which (1) applies after a linear change of 
coordinates. 

(3) General case: Let Dl = P, D2 , •• " Dm be a 
finite sequence of polydisks 

Dv = {z: IZj - w~v)1 < rv} 

such that w(v) E D
V

- 1 ' rv > 0 (2 ~ 'jI ~ m). Then Dv 
contains a polydisk 

Pv = {z: IZi - w~v)1 < Kvrv} (2 ~ 'jI ~ m) 

contained in DV- 1 ; applying (2) inductively we obtain 
the lemma for 

m 

UDv 
v=l 

and, since every point in D can be reached by a finite 
chain of polydisks of the above type, the lemma 
follows. (Note: supposefis holomorphic in A, {Qi};E! 

is a family of subdomains of D, and {gi}iE! is a 
family of functions such that gi is holomorphic in 
{A, z:Im A> 0, Z E Qi} and coincides with f in the 
intersection of this domain with A. Then whenever 
Qk n Qi =F 1>, gk and gi coincide in {A, z:Im A > 0, 
Z E Qk n Qj }; hence there is a function g holomorphic in 

p, z: 1m A > 0, Z E U Qi} 
jE! 

which coincides with gi in Qi for every j E I.) 
Lemma All is just what is needed in Sec. 2; we 

leave the details to the reader. 

APPENDIX II: PROOF OF LEMMA 2 AND 
GENERALIZATION 

AlII. Zero-Spin 

We use the notations of the end of Sec. 3, replacing 
mjk by m for simplicity. Let 

A1(0) E Rj,iBl), A 2(0) E R'tk(B2) 

(Bl and B2 being bounded domains in R4), 

fa = VikEikA,iO)Q, g: = V-ikE_ikAcxCO)*Q 

(ex = 1,2). 

fa and (consequently) ga are supposed not identically 
O. We have 

AcxCO) = J fPaCa, A)U(a, A)A~U(a, Ar1 da dA, 

(ex = 1,2), 

where A~ E RiiB~) and fPa is eoo with compact support 
on ~! (Poincare group); the formulas 

fa(P) = J fPa(P, A)f~(A-lp) dA (ex = 1,2), 

AdaCp) = J fPaCA11p, A)f~(klAllp) dA 

= J fPa(A1lp, A1IA)f~(A-lp) dA (ex = 1,2), 

show that, for real Al and p, Alfa(P) is a e oo function 
of these variables and for fixed AI' is in S as a function 
on the hyperboloid. On the other hand, the weak 
continuity of U(a, A) implies that 

(Q, A~*U(a, Al)A~Q) and (Q, A~U(a, AlrlA~*Q) 

are continuous functions of Al with values in the 
tempered distributions (in fact, continuous bounded 
functions) in a. By performing estimates similar to 
those of Sec. 2 (or by using the 10st-Lehmann-Dyson 
representation), it is possible to show that the p-space 
analytic function H~Jk), holomorphic in {k:(k, k) ¢ 
m;.k+l + R+}, which reduces in the tubes 1"l± to the 
Laplace transforms of 

(-0 - m~k)O(-aO)(Q, [A~*, U(a, A1)A1U(a, Al)-l]Q) 

and 

(+ 0 + m~k)O(ao)(Q, [A~*, U(a, A)Al U(a, Al)-l]Q) 

depends continuously on Al (it is a continuous 
function of k and Al in every compact). Therefore, 

f~*(p)f~(Al1p) 

is the restriction (to real p) of a function of Al and p 
defined and continuous for real A, and complex p 
(on the hyperboloid), and holomorphic in p; more 
precisely, for every real p (p2 = m2, pO > 0), there is a 
continuous function of Al E Ll and A E L+(C), 
holomorphic in A, which reduces to 

f~*(A -1 p)f ~(AllA -1 p). 

As a consequence, 

f:(A-lp)ft(A1IA-1p) 

extends to a e oo function of (AI' A) E L~ X L+(C), 
holomorphic in A. It follows that, if Ao, Al E Ll, 
, E R, P is real, the function 

<P2l(Ao; AI; ,; p) = f:(Aol[e-~]p)ft(All[e-~]p) 
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can be extended to a function defined for complex 
values of " holomorphic in , and COO in all variables 
simultaneously. The same holds if we replace h by j; 
or AJ;. by 

which shows the existence of functions 

<l>22(Ao; Ao; ~; p), <I>~l(Ao; AI; ,; p). 

Coo in all variables, holomorphic in " which, for real 
" reduce to 

and 
f:( Aol[ e-']p )f2(Aol[ e-']p) 

f:(Aol [e-']p )jl( All [e-']p), 

respectively ;it(Al"l[e-'Jp) stands for 

'Y (A' y. ) _ <l>~2(Ao; Ao; ,; p) 
2/2 0, ,:>, p - ffi (A . A . Y. )' 

'V22 0, o,,:>,p 

<I>~2 being defined analogously to <I>~l' 'Yl/2, 'Yl/l , 'Y2/ 2 

are merom orphic functions of , depending differ­
entiably on AI' Ao, p; they reduce, for real', to 

fl(Al"l[e-']p) /l(Al"l[e-']p) j2(Ao
l [e-']p) 

NAol[e-']p) ' fl(A1l[e-']p) ' f2(Ao
l [e-']p)' 

This implies that 

(0/0')'F1/ 2 _ lt~ _ It. 
- T 1/1 T 2/2' 

'Fl / 2 

As the logarithmic derivative of a meromorphic 
function, this expression is a meromorphic function 
of, having only simple poles. These occur (1) at the 
zeros of <l>21(Ao; AI; ';p): the corresponding residue 
is then a positive integer; (2) at the zeros of 
<l>22(Ao; AI; ';p): the corresponding residue is then a 
negative integer. 

Let /-' be a singular point of 'Yl/l(Al ; ,; p). We can 
adjust Ao so that <l>22(AQI; Ao; ';p) and 'Y2/2(Ao; 
AI; ,; p) have no zeros or singularities for ,= /-'. 
Thus /-' must be a zero of'Yl/2(Ao; AI; ';p), whose 
logarithmic derivative has a simple pole with positive 
integral residue at /-'. Since 'Y2/ 2 is regular at /-', 'Yl/l 
must have a simple pole with positive integral residue 
at /-'. Let us define 

'YiAl ; ,; p) = exp [L:'Yl/I(Al ; "; p) d"J 
X fl(All[e-,oJp) 

the integral being taken along a smooth path skirting 
the singularities of the integrand; {o E R. We obtain a 
holomorphic function of , which, except possibly at 
its zeros, depends differentiably on Al and p; the same 
is true for 

'F2(Ao; ,; p) = [exp i~'Y2/2(Ao; r; p) d"J 
x f2(AoI[e-'O]p) 

['0 being real and not a zero ofj;(Aol[e-']p)]. We have 

(d/dO log 'Fl(Al ; ,; p) 

= (d/dO logft(A1l[e-']p) for real" 

'FI(Al ; ';p) and J~(Al"l[e-']p) are (for real,) C"" 
functions which are proportional to each other in any 
interval separating their (common) zeros; these zeros 
always have finite order; the two functions coincide 
near '0' Therefore, they must coincide for all real,. 
The same holds for 'Y 2 and /2' If /-' E C we can adjust 
Ao so that 'Y 2(Ao; ,; p) has no zero in a neighborhood 
of /-'; this implies that 'F2 depends differentiably on , 
and p near (/-',p), and 'Yl/2(Ao; A~; ';p') is Coo in 
A~, ',p' near' = /-', A~ = Al,p' = p. We also note 
that, for real ~ and complex' 

'Fl(Al ; , + ~; p) = 'Fl([e~]Al; ,; p), 

a consequence of the corresponding identity for real,. 
We call "timelike subgroup" of L+(C) a mapping 

of C into L+(C) of the form 

xW = Ao[e']Aol, 

where Ao E L~ is fixed. Let Xl' ... , XN be timelike 
subgroups, p be real, (p,p) = m2, pO> O. The 
expression 

fl[A1lXN( -'N) ... Xl( -'l)P] 

is a Coo function of AI' {I"'" 'N' P for real AI, 
'1' ... , 'N' p. Furthermore, it is the restriction of the 
function 

'Fl[Xk+l('k+l) ... XNaN) 

x AI; 'k;Xk-I(-'k-I)'" XI(-'I)P] 

defined, Coo in AI' '1,' .. , 'N' p, and holomorphic in 'k for 'k complex, AI' '1' ... , 'k-I, 'k+I' ... , (v, p, 
real. By the Malgrange-Zerner theorem,9.23.24 there 
exists a function 

FX1.···.x/Al ; ';p) (where, = gI"", 'N}) 

defined and Coo for real AI' p, complex " and holo­
morphic in ,. The argument now follows that of 

23 B. Malgrange, unpublished (1961). 
24 M. Zerner, Seminar Notes, Marseilles (1961). 
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Ref. 10 (Sec. 11.3) and is only sketched here. The 
functions of the type 

FX1 ... ·.x/A1 ; ~;p) 

are locally functions of XI<'I) ... XN<'N)A l , and p. 
For fixed p, these functions yield a set ~p of germs 
of holomorphic functions on the complex Lorentz 
group. ~p is a connected open subset of the sheaf of 
germs of analytic functions on L+(C). Furthermore, 
for every continuous curve t - y(t){[O, 1] - L+(C)} 
in L+(C), and every Yo E ~p projecting onto yeO), there 
exists a continuous map t - yet) of [0, 1] into ~p such 
that yeO) = Yo and, for each t, y(t) projects onto yet). 
By the monodromy theorem, ~p is the set of germs 
yielded by a function F(A; p) defined and holo-

morphic on the covering group L+(C) of L+(C), such 

that, for A E Lt c L+(C), F(A;p) = fl(A(A)-lp). 
Here, A - A(A) denotes the canonical homomor­

phism of L+(C) onto L+(C). Let N be the kernel of this 

homomorphism; for Ao E N and A E Ll we have 
F(A;p) = F(AAo;p), This identity extends to all 

complex A E L+(C) by analytic continuation so that 
F(A;p) = F1[A(A);p], where Fl(A;p) is a holo­
morphic function of A E L+(C). It is easy to verify 
that Fl is Coo in both A and p. Fl(A; p) = fl(A-lp) for 
real A.1t is only necessary to verify that, for -A E Lt, 
FI(-A;p) coincides with a multiple of gl(A-lp). For 
this purpose we construct analogously a function 
Gl(A;p) holomorphic for A E L+(C) and coinciding 
with gl(-A-lp) for AELi. It is easy to verify that 
each germ of G1(A;p) is proportional to the germ of 
Fl(A;p) at the same point. Hence Gl(A;p) = 
wlF1(A;p). A similar constant W2 can be defined for 
f2 and g2' Because A_gl(-A-lp)/g2(-A-lp) and 
A - fl(A-lp)/f2(A-lp) are restrictions (to Lt and L!) 
of the same meromorphic function, we must have 
WI = W2 = w. Moreover, (OW = l. Redefining V-ik 

by replacing it by w-l V-ik we obtain the result of 
Lemma 2. 

AIU. Generalization (Case of Arbitrary Spin) 

We use the notation of Sec. 5, replacing mik by m, 
Sik by sand Lik by s' for simplicity. Let hI, ... , h28+l , 

fl' ... ,f28+1 be (vector-valued) functions of the form 

hi = VikEjkA;(O)O, [resp VikEik1J';(O)O] 

(1 ~ I ~ 2s + 1), 

11 = VikEjkA!(O)O, [resp VikEik1J'tC0)O] 

(1 ~ I ~ 2s + 1), 

where AlO) E R;:'(B l), A;(O) E R;:'(B;), 1J'1(0) E I;:'(B!), 
1J';(0) E I';,.(B;), Bl and B; being bounded domains 
(1 ~ / ~ 2s + 1). For each /(1 ~ I ~ 2s + 1), h! and 

;; are functions on {p:(pp) = m2, pO> O} with values 
in C2S+1; their components will be denoted: 

hal' fal' where (1. = -s, -s + 1, ... ,s - 1, s. 

Let Hand F denote the matrix-valued functions25 

(on the hyperboloid) with matrix-elements (H)a/.p) = 
hal(P), (F)al(P) = hl(P). We choose Hand F so that 
det H :ji5 0, det F :ji5 O. There exists a matrix-valued 
function <DHG of Mo, M l , ~,p, defined and Coo in the 

variables Mo, Ml E II, ~ E C, P E {p' :(p',p') = m2, 

p'o > O} which coincides, for real ~, with 

{1y( e,JolM o)H(Mol[e-~]p) }*'JY(p) 

x {ll'«e{JolMl)F(Mll[e-']p)} 

(the proof is the same as in the spinless case; Sec. All 1). 

Here, II has been identified with the subgroup of 

SL(2, C) x SL(2, C) = L+(C) consisting of pairs of 
the form (A, A). This subgroup is isomorphic to 

SL(2, C). The function M _1lS(M) is defined on 

L+(C) by 
~S[(A, B)] = ilS(A) 

and defines a holomorphic representation of L+(C). 

If ME L+(C), M = (A, B), andp E R4 (or p E C4), Mp 
is the vector such that 

(MP)"T}l = A(p/JT/J)BT
, 

(TO = 1, Tl, T2' T3 Pauli matrices), 

JOI is the element of the Lie algebra of L+(C) given 
by (tTl' iTI); one has: e{JOl p = [e']p. The above 
properties of <DH,F(Ao; AI; ~;p) are obtained just as 
in the scalar case. Similarly, there exists a function 
<DH1;, of the same variables, with the same properties, 
which coincides, for real ~, with 

{1)"( e,JolM o)H( MOl[ e-~)p)} *ilS(fi)( dJ d~) 
x {<DS(e{JolM 1)F(M1l [e-']p)} 

and functions, meromorphic in ~, defined by 

'Y H-IF(Mo; M l ; ~; p) 

= [<DHH(Mo; M o; ~; p)]-l<DHF(Mo; M l ; ~;p), 

'¥ F-lp(Ml ; ~; p) 

= [<DHF(Mo; M I ; ,; p»)-l<DHP(Mo; Ml~;P), 

'Y H-lIi(Mo; ,; p) 

= [<DHH(Mo; M o; ,; p)]-l<DHli(Mo; Mo';p), 

note that one also has 

<DF-1j,(Ml ; ~; p) 

= [<DFF(Ml ; M l ; ,; p)]-l<DFF(Ml ; M l ; ';p) 

26 The idea of using these matrices was kindly suggested to the 
author by Dr. J. J. Loeffel. 
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since the two expressions given for this meromorphic 
function of , coincide, for real" with 

{1>8( eCJ0
1 
M I)F(M1

1[e-']p) }-l(djd,) 

x {:D8(e'JolMI)F(MI1[e-']p)}. 

D being a positive real number, we restrict M o, 
M1 , P to take their values in small open subsets of 
It and of the hyperboloid chosen so that the functions 
[<PHH(Mo; Mo; ';p)]-l and 'Y p-lj(M1; ';p) have no 
common pole in g: '" < D}. Let [~o - T, ~o + T] 
be an interval of the real axis contained in g: ,,, < D}, 
where 'Yp-1j.(M1;';p) and 'YH-1j{(Mo;';p) are 
regular. The linear differential equations 

d - XW = XW'Y F-1j(M1 ; ,; p), d, 
!!.. ym = YW'Y H-1Ji(Mo; ,; p) d, 

[where the unknowns X(O and Y(,) are matrix-valued 
functions] possess in suitable complex neighborhoods 
of the real segment [~o - T, ~o + T), unique solutions, 
denoted X(Ml; ';p) and Y(Mo; ';p) coinciding with 

1>8( e,J0
1 
M l)F( MII[ e-~]p), 

1>8(ev 0
1
M o)H(M(jI[e-')p), 

respectively, for real 'E [~o - T, ~o + T). These 
solutions are holomorphic in , and eoo in M I , ',p or 
M o, ',p, respectively. As it is well known from the 
theory of linear differential equations (see Refs. 26 
and 27) X(respectively, Y)can be analytically continued 
along any path, in the complex , plane, which does not 
pass through a pole of 'Y P-IF (respectively, 'Y H-lJi). Let 
o be as imply connected domain of the complex plane 
containing ~o (e.g., a neighborhood of a path), contain­
ing no pole Of[<PHH(Mo; Mo; ,; p)]-l but possibly con­
taining poles of 'Y P-1F' In this domain Y(Mo; ';p) 
admits of a single-valued analytic continuation which 
we continue to denote by the same symbol. Since 
y = det Y satisfies the equation 

y-lW(dyjdOW = tr'Y H-1IiW 

in 0 (see Ref. 27), Y-l is regular in 0. On the other 
hand, 'Y H-lp(Mo; M1 ; ';p) is also regular in 0 and 
coincides near ~o with y-l X (since this equality holds 
for' E [~o - T, ~o + T)) so that X = Y'Y H-lp has a 
single-valued continuation in 0. Using the mono­
dromy theorem, one finds that X has a single-valued 
continuation in the disk g: '" < D}. 

28 E. Goursat, Cours d'analyse mathematique (Gauthier-Villars, 
Paris, 1929) Vol. II. 

27 S. Lefschetz, Differential Equations: Geometric Theory (Inter­
science Publishers, Inc., New York, 1963) 2nd ed., pp. 55 If. 

On the real axis 

y-1X = 'Y n-1F = {i>8(e'JOIMo)H(Mol[e-C]p)}-1 

X {1>S(e'JolMl)F(Mll[e-C]p)}; 

because Y and X are not singular at the same points 
in the disk {,:," < D}, we have 

X = 1>8(eCJolMI)F(MI1[e-t)p), 

y = 1>S(e,Jo
1
M o) X H(Mol[e-C]p) 

for all real , such that '" < D. For given values of 
M1 , p, D can be chosen arbitrarily, and X is therefore 
the restriction of an entire function in " ex> in M1 , 

" p. The same holds for Y. Continuing the argu­
ment along the line of AlII, we find that there exist 
matrices X(M;p), Y(M;p) defined and eoo for 
ME L+(C), (p, p) = m2, pO > 0, holomorphic in M, 
which, for ME II, coincide with iJ8(M)F(M-lp) and 
:D8(M)H(M-lp), respectively. 

Setting Xo(M;p) = 1>S(M)-lX(M;p), Yo(M,p) = 
1>8(M)-1 Y(M;p), we see that Xo[(AoM);p] = Xo(M;p) 
and Yo[(AoM);p] = Yo(M;p), i.e., that Xo(M;p) and 
Yo(M;p) are actually (for fixed p) functions on L+(C) 
[here Ao = (-1, -1)]. 

We have proved that the vector function!z aJld hz 
(the columns of the matrices F and H) are restrictions 
of (vector-valued) functions, holomorphic over the 
whole complex hyperboloid {k:(k, k) = m2}. 

Denote now 

g; = V_IkE_nAz(O)*O [resp V_ikE_ik"l'z(0)*O), 

e; = V_ikE_ikAz(O)'*O [resp V_IkE_ik"l'Z(O)'*O), 

and gz, ez the vector-valued functions defined by 

gz(p) = {g"z{p)} = 1)8'(m-1p)1)8'h)g;(p), 

ez(p) = 1)s'(m-lp)~lY'h)e;(p). 

We can prove in a similar way that they are also 
restrictions of functions holomorphic on the whole 
complex hyperboloid. Forming the (possibly rec­
tangular) matrices G(p) = {g"z(P)} [whose columns are 
the vectors g/(p)] E(P) = {eatZ(p)} we find that 

EE*( - P )1)8'( - jf)G( - p) and H(p )*1)8(p)F{p) 

[where € = + I (respectively, -1) if we deal with boson 
(respectively, fermion) HA-fields] are restrictions to the 
two real sheets of the hyperboloid {k:(k, k) = m2} ofa 
matrix-valued function holomorphic on the whole 
complex hyperboloid. Since the determinant of the 
second matrix is not identically 0, the same holds for 
the determinant of the first. This implies s' ~ s; by 
symmetry, s' = s. 
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Let (M,p) -+ X(M;p), Y(M;p), Z(M;p), T(M;p) 

denote the functions of M E L+( C) and p E {(p', p') = 
m2, p'o > O}, Ceo in these variables and holomorphic 
in M such that 

and 

X(M; p) = cbS(M)F(M-1p), 

Y(M; p) = cbS(M)H(M-1p) for MEL:, 

Z(M; p) = cb8(M)G( _M-1p), 

T(M;p)=':fY(M)E(-M-1p) for MEL1, 

Xo(M;p) = 1>S(M)-lX(M;p), 

Yo(M;p) = 1>S(M)-l Y(M;p), 

Zo(M;p) = 1>S(M)-l Z(M;p), 

To(M;p) = 1>8(M)-lT(M;p). 

For M E Li we know that 

€E( _M-lp)*~S« -M-lpf)G( -M-lp) 

is the value obtained by continuing analytically the 
function of M' E II given by H(M'-lp)*'JY«M'-lpf) 
F(M'-lp) to M' = M, i.e., Yo(M;p)*~("(M-1p)-) 
Xo(M; p), where if M = (A, B), M = (R, A) Taking 
M = (A, -A) and recalling that Yo(AoM;p) = 
Yo(M;p) for Ao = (-1, -1), we obtain 

€ Yo(M; p)*~S«M-1pf)Xo(M; p) 

= E( _M-lp)*~S« _M-lp)-)G( -M-lp), 

(M E II); in particular (for ME Li), 

€Xo(M; p)*~S«M-1p)- )Xo(M; p) 

= G( _M-1p)*~8« _M-1p)-)G( -M-1p ). 

The right-hand side is a nonsingular positive definite 
matrix for almost all M; the left-hand side can have 
the same property only if € = (_1)28. We thus verify 
the well-known connection between spin and sta­
tistics.5.12.16.28.29 It follows that, for M = (A, -A) E 11 
Yo(M; P )*~'(A)*~'(p)~'(A)Xo(M; p) 

= To(M;p)*~'(A)*~'(pm'(A) Zo(M; p) 

28 N. Burgoyne, Nuovo Cimento 8, 807 (1958). 
29 G. Liiders and B. Zumino, Phys. Rev. 110, 1450 (1958). 

or, since ~'(A) = 1>.(M), 

Y(M;p)*~s(p)X(M;p) = T(M;p)*~8(P)Z(M;p). 

This identity, valid for ME 4 extends to all ME 

L+(C) by analytic continuation. A similar identity 
holds if we replace X(M;p) by X(MMo; p) with 

Mo E LJ. Hence, 

X(MMo;p)-lX(M;p) = Z(MMo;p)-l Z(M;p) 

holds as an identity between meromorphic functions 

of M for Mo E L~ and extends, by analytic con­
tinuation, to an identity between meromorphic 
functions of M and Mo in L+(C) X L+(C). Let M be 
a point such that Mo -+ X(MMo; p)-l and Mo-+ 
Z(MMo;p)-l are holomorphic in a neighborhood V 

of the identity of L+(C). Let w1J denote the invertible 
matrix 

W1J = Z(M;p)X(M;p)-l, 

then the identity 

Z(MMo;p) = w1JX(MMo;p) 

holds for Mo E V, hence for all Mo E L+(C). The 
identity 

X(M; M1P) = 1>S(M1)X(M11M; p), M1 ELi, 

and the corresponding identity for Z yield 

A A t 
WlI1t1J = ~S(Ml)W1J~S(M1)-\ Ml EL+. 

Takingp = P = (m, 0, 0, 0), Ml = (U, 0'), UE SU2 , 

we find 
Wp = ~'(U)Wp~'(U)-l, 

so that W p must be a multiple of the unit matrix; the 
preceding equation gives w1J = wp = W for all p. 
Moreover, 

T(M;p) = wY(M;p) 

and w*w = row = 1, i.e., w is a phase factor. 
Changing V- ik into w-1 V- ik we obtain the desired 
result, i.e., that, for each I and Ct.,ia.I(P) and gale -p) are 
the restrictions to {p:(p,p) = m2, pO> O} and to 
{p:(p,p) = m2,po < O}, respectively, of the same 
function defined and holomorphic on the whole 
complex hyperboloid {k:(k, k) = m2}. 
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The "linear" counterpart of the problem of analytic group extensions of the Poincare group is pre­
sented in terms of the considerably simpler (but less general) analysis of Lie algebra extensions of the 
Poincare algebra P. After easily proving with this technique that every C kernel (P, () has an extension and 
that every such extension is inessential, the problem of analyzing the central extensions of P is carried 
out with the well-expected result that every such extension is trivial. But contrary to some claims, we 
exhibit an example which explicitly shows an essential noncentral extension of P. 

INTRODUCTION 

THE problem of group extensions of the Poincare 
group ~ has been thoroughly investigated and 

brilliantly exposed by Michel. l - 4 The relevance of 
such analysis to the question of relating the internal 
symmetries and the relativistic invariance is widely 
recognized. And, as physicists are apparently more 
familiarized in general with Lie algebra methods than 
with global group techniques, we thought that it 
might be worthwhile to bridge the existing gap by 
rederiving some results of Michel in the evidently 
more restricted but much simpler context of Lie 
algebra extensions of the Poincare algebra P. Even 
though this "linearization" of some already well­
established facts on group extensions of ~ presents no 
special difficulty, as it will be seen, the formalism of 
Lie algebra extensions may prove quite useful in the 
actual construction of essential noncentral extensions 
of P, contrary to a claim by Michel,3.4 who asserts 
that no such extension exists. The possibilities that 
this existence of essential noncentral extensions of the 
Poincare algebra may afford as to the question of 
finding a physically interesting mixing of the Poincare 
group ~ and some internal analytic group J(, (which 
must necessarily be4 nonsemisimple nor compact, for 
otherwise the extension would be central) is left 
completely unexplored in this paper. 

Section 1 contains some remarks concerning the 
correspondence between Lie algebra extensions and 
analytic group extensions. Some examples are pre­
sented to illustrate how the natural relationship 
between both techniques is not so complete as 
expected. 

In Sec. 2 the extensions "by" the Poincare algebra 

1 L. Michel, Invariance in Quantum Mechanics and Group Extension 
(Gordon and Breach Science Publishers, Inc., New York, 1965). 

• L. Michel, Nuc!. Phys. 57, 356 (1964). 
8 L. Michel, Phys. Rev. 137, B405 (1965). 
4 L. Michel, in Symmetry Principles at High Energy (W. H. 

Freeman & Co., San Francisco, 1965), pp. 331-350. 

P are examined and it is proved that only the trivial 
extensions by P are to be taken into account if a 
physically admissible mass spectrum is to be obtained. 

Next, the central extensions of P are briefly ana­
lyzed in Sec. 3 and are shown to be trivial, as expected 
from the much more general results by MicheI2 on 
abstract group central extensions of~. 

Section 4 deals with the question of noncentral 
extensions of P. Contrary to a statement formulated 
by Michel,3.4 an explicit example of an essential 
noncentral extension of P is exhibited therein. 

Finally, for the reader's convenience, Appendixes 
A and B summarize some basic material about cohom­
ology spaces and extensions of Lie algebras. 

Notation and Definitions 

All Lie algebras and modules considered in Secs. 1-4 
(respectively, Appendixes A, B) are assumed to be 
defined over the real field R (respectively, over an 
arbitrary field <D of characteristic 0) and finite 
dimensional. 

If A is a Lie algebra, Z(A), D(A), I(A) stand, 
respectively, for its center, its derivation Lie algebra, 
and the ideal of D(A) consisting of the inner deriva­
tions of A. The quotient Lie algebra D(A)jl(A) is 
denoted by !leA). 

Let A be a Lie algebra, and let Al and A2 be, 
respectively, an ideal and a subalgebra of A. If 
Al () A2 = 0 and if any a E A can be expressed as 
a = al + a2 with a1 E AI' a2 E A2, we write A = 
Al + A2 and call A the semidirect sum of Al and A 2. 
If both A = B + C and A = C + B, we say that A 
is the direct sum of Band C and write A = B EB C. 

P stands for the Poincare algebra, i.e., the real Lie 
algebra of the Poincare (inhomogeneous connected 
Lorentz) group ~; clearly, P = T + L, T being the 
Abelian ideal of P spanned by the generators of the 
translation group b, and L stands for the Lie 
algebra of the connected Lorentz group C. 

768 
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1. LIE ALGEBRA EXTENSIONS AND ANALYTIC 
GROUP EXTENSIONS 

By introducing suitable continuity-like requirements 
into the abstract theoryl of group kernels and ex­
tensions, a theory of analytic group kernels and ex­
tensions has been developed5•6 which is closely 
linked (through the linearization process) to the 
analogous theory for Lie algebras (see Appendix B). 

We present here a few examples to show that the 
natural relationship existing between that analytic 
theory and the corresponding one for Lie algebras 
cannot be as simple and complete as naively expected. 
The obvious reason for this is based on the well-known 
fact that a local morphism of an analytic group into 
another does not always admit a .global extension. 

Given two analytic groups $, C, with respective 
Lie algebras B, C, we denote by J(,(C, $) the set of 
all analytic (or coverable) C-kernels ($, g). [Let us 
briefly recall that by an analytic kernel (C, $, g) or 
an analytic C-kernel ($, g) it is meant" a couple of 
analytic groups C, $ together with an algebraic 
morphism g: C -+ Out $ = Aute $/Int $. Aute $ 
stands for the Lie group of continuous automorphisms 
of $, such that g can be analytically lifted, with 
domain a simply connected covering group C of C, 
i.e., such that there exists an analytic map g: C-+ 

Aute $ with the property that the following diagram 
- g 
C~Autc$ 

r ~ 8~ 
C~Out$ 

(1.1) 

is commutative, where r (respectively, s) is a covering 
(respectively, the natural) morphism.] Similarly, let 
K(C, B) denote the set of all kernels (C, B, (j) (see 
Appendix B), C and B being kept fixed. It can be 
shownli that there exists a naturally induced map T 

of J(,(C, $) _ into K( C, B) which is not surjective, in 
general, as illustrated by Example (1) 

Example (1): Let $ ~ C ~ U(l); as Out U(l) ~ 
Aute U(l) ~ Z2, J(,(C, $) consists of a single element, 
namely, the trivial kernel (C, $, g = 0). This is not the 
case, though, for K(C, B), since the Lie algebras B, C 
are one-dimensional, !l(B) ~ B ~ C, and C obviously 
has nontrivial one-dimensional representations. 

Q.E.D. 
Now let Extg(C, $) denote the set of (analytically) 

equivalent classes of analytic extensions of an extend­
ible5 element (C, $, g) of J(,(C, $). And let (C, B, (j) = 
7-(C, $, g). It can be provedG in the standard way that 
there exists a natural map (f of Extg (C, $) into 

6 R. A. Macaulay, Trans. Am. Math. Soc. 95, 530 (1960). 
• G. Hochschild, Ann. Math. 54,96, 537 (1951). 

Ext/l (C, B). Example (2) [respectively, (3)J below 
shows that (f is not necessarily injective (respectively, 
surjective). 

Example (2): Let $ ~ U( 1), C ~ SO(3), g = 0 (and 
consequently (j = 0). As C is simple, H2( C, B) = 0 (see 
Appendix A), B being a trivial C-module. Therefore 
Exto (C, B) consists of a single element: the class of 
trivial extensions. However, Exto (C, $) has at least 
two elements: the class of the trivial extensions, and 
that class containing the essential central extension 
U(2) of SO(3) by U(1). Q.E.D. 

Example (3): Let $ ~ U(I), C ~ T2 (two-dimen­
sional toral group), and g = 0 (therefore (1 = 0). If 
the short exact sequence 

1 -+ U(1) -+ A -+ T2 -+ 1 (1.2) 

defines an analytic extension A of T2 by U(1), A must 
be a three-dimensional compact analytic group, 
and therefore (see Ref. 7, p. 190) analytically iso­
morphic either to Ta, SO(3) or SU(2). The last two 
possibilities must be ruled out, for SO(3) and SU(2) 
are simple and have thus no invariant one-parameter 
subgroup, and (1.2) requires that A has one such 
subgroup. Therefore Exto (C, $) consists only of the 
equivalence class of trivial extensions while this is not 
the case for Exto (C, B), since one may simply see that 
the second cohomology space H2( C, B), with B a 
trivial C-module, is one-dimensional. Q.E.D. 

2. EXTENSIONS "BY" THE POINCARE ALGEBRA 

Although this case is physically uninteresting, it is 
very simple from the mathematical viewpoint, even 
if formulated with the greatest generality in terms of 
abstract groups.3.4 The reason for its extreme 
simplicity when Lie algebra extensions are considered 
lies upon the fact that, just like Aut :J' is a semidirect 
product, the extension 

i • o ~ I(P) ~ D(P) ~ !l(P) ~ 0 (2.1) 

is also inessential, i being the identity injection, and e 
the canonical epimorphism. 

In fact, let dE D(P); the restriction d I L is a deri­
vation of L into P, and the semisimplicity of L impliess 

the existence of Pa E P such that 

dl = [Pa, I] for all 1 E L. (2.2) 

As the ideal T is absolutely irreducible as a left 
L-module, such Pa is unique. Let e':P -+ I(P) be the 
canonical epimorphism which assigns to each Po E P the 
inner derivation e'po:p - [Po,p] [actually e' is an iso­
morphism because Z(P) = 0]. Writing d' = d -e'Pa, 

7 D. Montgomery and L. Zippin, Topological Transformation 
Groups (Interscience Publishers, Inc., New York, 1955). 

8 N. Jacobson, Lie Algebras (Interscience Publishers, Inc., New 
York, 1962). 
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it is clear that d'L = 0, so that the restriction d' I T 
(note that T is the radical of P and therefore a char­
acteristic ideal9

) is just a multiple of the identity 
because of the absolute irreducibility of T under L. 
Consequently, 6.(P) is at most one-dimensional and 
so there exists a monomorphism e l : 6.(P) -- D(P) such 
that eel = I t.(P) (it suffices obviously to take as el 
any linear injective map satisfying eel = I !lIP»)' 

Q.E.D. 
That 6.(P) is actually one-dimensional can be seen 

by noting that any linear endomorphism of P of the 
form t + 1-- At, with t E T, IE L, A E R, defines a 
(noninner if A ~ 0) derivation of P. [Finally, it is 
clear that a completely similar argument proves that 
the extension 

° __ /(PC) __ D(PC) __ 6.(PC) __ ° 
is also inessential, where pc stands for the complexi­
fication of P.] 

Now, we can establish the expected result: "Every 
C-kernel (P,O) has an extension, and all such 
associated extensions are equivalent and inessential." 

In fact, since Z(P) = 0, (k) in Appendix B applies 
which shows that every C-kernel (P, 0) has an extension 
and all extensions inducing (C, P, 0) are equivalent. 
It suffices therefore to prove that (C, P, 0) has an 
inessential extension: introduce in C x P the bracket 
operation 

[(e,p), (e',p')] = ([e, e'], [p,p'] + y(e)p' - y(e')p), 

(2.3) 

where y = eiO. Under (2.3) C x P becomes a Lie 
algebra A, and 

(J <z ° ---+ P ---+ A ---+ C ---+ 0, (2.4) 

where !X(e,p) = e, {Jp = (p, 0), is a short exact 
sequence which defines an inessential extension A of C 
by P, and induces the C-kernel (P, 0). Q.E.D. 

Furthermore, due to the aforementioned freedom 
of choice of el as any linear injective map of 6.(P) 
into D(P), subject only to the condition eel = I !l(P) , 

and the existence of the particular cross section [in 
the fiber bundlel D(P) with base 6.(P)] consisting of 
the (noninner for A ~ 0) derivations of the type 
t + 1->- At (A E R), it is plain that y in (2.3) can be 
chosen so that y(e)(t + I) = A(e)t, e -- A(e) being a 
linear map of C into R. Consequently, given any 
extension A of C by P inducing (C, P, 0), it is always 
possible to inject C (by means of some !Xl) homo­
morphically into A in such a way that 

A = T + (L EB C'), with C' = !XIC, (2.5) 
where, if e' = !Xle, fe', t] = A(e)t. 

9 N. Bourbaki, Groupes et algebres de Lie (Hermann & Cie., 
Paris, 1960), Chap. 1, ASI 1285. 

Therefore, the extension is trivial if and only if 
o = 0, i.e., if and only if such extension is central. 
This is necessarily the case, of course, if C has no 
nontrivial one-dimensional representation, for in­
stance, if [C, C] = C. 

Finally, without entering the discussion [which 
incidentaIIy turns out to be unnecessary from the 
physical viewpoint) as to whether an analytic group 
extension .it of e by ~ inducing (2.5) exists or not (e 
being an analytic group with Lie algebra C], we just 
remark that, assuming this to be the case, Mackey's 
theorylJ of induced representations allows us im­
mediately to draw the conclusion that an irreducible 
unitary continuous representation U of .it in a sepa­
rable Hilbert space, 10caIIy faithful for the Poincare 
group ~ ancl containing some real nonzero mass, will 
have a continuous mass spectrum filling the positive 
real axis unless 0 = ° [note that U must necessarily 
be 10caIIy faithful for .it if 0 ~ ° as a consequence of 
(2.5) and its assumed local faithfulness for ~]. Physi­
cally, thus, only the locally trivial extensions 

, Joe (j> e 
.1\; R:::< ~ C2l 

of e by ~ are relevant. 

3. CENTRAL EXTENSIONS OF P 

The problem of classifying the abstract group 
central extensions of the Poincare group ~ by an 
abstract group .](, has been exhaustively dealt with by 
Michel2 when the center 3(.](,) of .](, has no divisible 
subgroup, with the result that any such extension is of 
the form .](, C2l 'J/Z2(!X), 'J being the universal covering 
group of ~ and Z2(!X) a two-element group generated 
by (/0, 10), where 10 E 3(.](,) and Ig = I, and }o E ~ is 
the 27T rotation. In the remaining cases, if there 
exists any solution other than the direct product, 
MicheI2 has shown them to be quite pathological and 
useless for the physicists. 

These general results of Michel strongly suggest 
what will be the obvious conclusion as to the central 
extensions of P: "Any central extension of P by a Lie 
algebra B is trivial." For the mere purpose of illus­
tration, let us see how this comes out. 

It will be sufficient to prove (see Appendix B) that 
H2(P, Z) = 0, Z = Z(B) being the center of B 
considered as a trivial left P-module. But a theorem 
of Hochschild and Serrell (frequently quoted by 
Michel) allows us to write 

H 2(P, Z) R:::< L Hi(L, R) C2l Hi(P, L, Z) (3.1) 
i+i~2 

due to the semisimplicity of L. 

,0 G. Mackey, Acta Math. 99, 265 (1958). 
11 G. Hochschild and J. P. Serre, Ann. Math. 57, 591 (1953). 
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As HI(L, R) = H2(L, R) = 0 and HO(L, R) ~ R, 
we have 

H2(P, Z) ~ R @ H2(P, L, Z). (3.2) 

Consequently, we have just to prove that the 2nd 
relative cohomology space of P mod L is null, i.e., in 
our specific case this is equivalent to prove that there 
exists no nonzero (2; T, Z)-cochain!2 such that 

!2([/, II)' (2) + !2(tI , [I, t2)) = 0 (3.3) 

for alII E L, t I , t2 E T. 
Let {to, t1 , t2 , t3 } be the standard basis for T. 

Equation (3.3) implies 

It is easy to check that (4.1) allows us to endow M 
~ith a str~cture of left P-module. And finally, let us 
mtroduce m P X M the bracket composition 

[(P, m), (p', m'») 

= ([p,p'), (P).um' - (p'bm - !2(P,P'», (4.2) 

which can be very simply verified to induce in P X M 
a Lie algebra structure. If A denotes such Lie algebra, 
a short exact sequence 

O fJ '" --+ M --+ A --+ P -~ 0 (4.3) 

!2(t/l' [/, t)) = 0 (3.4) can be defined by means of the following morphisms: 

for every IE Lil = {I E L: [/, til) = O}, fl being fixed 
and denoting one of the indices 0 to 3. The subalgebra 
Til spanned by {to, tI , t2 , t3} - {t} is stable and 
irreducible under L Il ; therefore (3.4) implies !2(t /l ,t) = 
o for all t E Til' and as!2(tll , til) = 0, then!2 = O. 

Q.E.D. 

4. NONCENTRAL EXTENSIONS: EXISTENCE 
OF ESSENTIAL EXTENSIONS OF P 

WITH () ~ 0 

It has been claimed by Michep·4 that the problem of 
analytic noncentral group extensions of the Poincare 
group is completely solved in the mathematical 
literature, because when this question is formulated 
in terms of Lie algebra extensions the (previously 
referred to) theorem of Hochschild and Serre leads to 
the simple conclusion that every such Lie algebra 
extension of P is inessential, just as in the case of 
central extensions. 

That this claim is completely unjustified is next 
shown with an explicit counterexample. In view of the 
result (j) in Appendix B, it is plain that Michel's 
assertion is right if and only if H2(p, M) = 0 for 
every left P-module M, and since (3.1) holds for any 
(not necessarily trivial) left P-module Z, we should 
just need to prove that H2(P, L, M) ¥:- 0 for some 
left P-module M in order to invalidate that claim. An 
example of an essential noncentral extension of P 
is exhibited instead which indirectly provides an 
instance of H2(P, L, M) ¥:- O. 

Let _ M be a non-null vector space and let!2: P X 

P ---+ M be an arbitrary nonzero bilinear alternating 
map such that !lPI' P2) = 0 whenever PI E L. Let 
M be the image domain of!2' By assumption, thus, 
M ¥:- 0; obviously M is also an Abelian Lie algebra. 

Let us define 

(thI/lpl ,P2) = 0 for every t E T, 

(lhI/lPt ,P2) = !2([/, pd, P2) + !2(PI, [I, P2)) 
foralllEL. (4.1) 

f3m = (0, m) for mE M, 

IX(P, m) = p for (p, m) E P X M. (4.4) 

The morphism e:p ---+ I1(M) ~ D(M) (for M is 
Abelian) associated to (4.3) is in this case defined 
[previous identification of I1(M) and D(M») by 

(4.5) 

and from (4.1), the construction of M and the fact 
that [L I " t2) ~ TjRti whenever 11 is a non-null 
element of T such that the one-dimensional subspace 
Rtl spanned by II does not contain t2 (E T), and 
L I , = {I E L: [/, tI ) = O}, it easily follows that e ¥:- O. 

The extension A of P by M defined by (4.3) is thus 
noncentral. Furthermore, it is an essential extension: 
in fact, suppose otherwise that there is a mono­
morphism IXI:P ---+ A such that IXlXl = I p, and let 
IXlP = (p', m(p», in particular lXit = (t', met»~. As T 
is the unique proper ideal of P, IXIT will also be the 
unique proper ideal of IXIP, and (4.2) leads therefore 
to t' E T. Since finally IXIT must be Abelian, the result 
clearly follows that !2(II, t2) = 0 for all 11' 12 E T and 
consequently !2 = 0, i.e., M = O. This contradicts 
our initial assumption M ¥:- O. Q.E.D. 

It is very simple to verify that!2 E Z2(P, L, M) and 
defines a nonzero element in H2(P, L, M), whence 
H2(P, L, M) ¥:- 0, as expected. 
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APPENDIX A. COHOMOLOGY SPACES OF 
LIE ALGEBRAS 

Let A be a Lie algebra, and let M be a left A~module 
(let us recall that in this appendix and in Appendix B 
the Lie algebras and modules are supposed to be 
finite dimensional and defined over an arbitrary base 
field <1> of characteristic 0). By Cn(A, M) (n ~ 0) we 
denote8,l2 the linear space of the multilinear alternat~ 
ing maps of Ax A x ... x A (n factors) into M. 
By definition, COCA, M) = M. The elements of 
Cn(A, M) are called (n; A, M)-cochains. 

Let ~n: Cn(A, M) ~ Cn+1(A, M) be the linear map 
defined by 

(~nfn)(al'" . ,an+I) 

+ ! (_l)i+i 
l:O:i<i:O:nTI 

X fi[a i , ajl, al>"', ai ,"', aj ,"', aMI), 

where (ahI denotes the linear endomorphism in M 
associated to a E A, and the caret over an argument 
means that this argument is omitted. 

It can be shown8•12 that ~n+l~n = 0 (n ~ 0). Let 
zn(A, M) = Ker ~n' Bn(A, M) = 1m 0'11_1 [by defi­
nition BO(A, M) = 0]. The elements of zn(A, M) 
are called (n; A, M)-cocyles and those of Bn(A, M) 
(n; A, M)-coboundaries. The relation on+l~n = 0 im­
plies Bn(A, M) c zn(A, M). 

The quotient space Hn(A, M) = zn(A, M)/Bn(A, M) 
is called the n-dimensional (or nth) cohomology space 
or group of A relative to the A-module M. 

Clearly HO(A, M) f'l:j ZO(A, M) = Ker 00; therefore, 
HO(A, M) is isomorphic to the linear subspace of M 
consisting of the "invariant" elements of the A-module 
M, i.e., those mE M such that (a)Mm = 0 for every 
a EA. Finally, it is obvious that Cn(A, M) = 0, and 
hence Hn(A,M) = 0, for n > dim A. 

If A is semisimple, the following statements 
hold8 •I2 : 

(i) HI(A, M) = H2(A, M) = 0; 
(ii) if the A-module M is irreducible and (A) M ~ 

0, then Hn(A, M) = 0 for every n ~ 0; 
(iii) H3(A, <1» ~ 0, H4(A, <1» = O. 

Similarly, it can also be provedI2 that: 
(iv) A is semisimple if and only if Hl(A, M) = 0 

for every A-module M. 
Finally, we have the useful conceptlll of relative 

cohomology spaces Hn(A, A', M) of A mod A', A' 
being a sub algebra of A. An element I'll E Cn(A. M) 
is called orthogonal to A' if 

12 C. Chevalley and S. Ellenberg, Trans. Am. Math. Soc. 63, 85 
(1948). 

(a)Mfn(a1 , ••• , an) 

= ! fial"", [a, ail, ... ,an) for all a E A' 
l~i::::;n 

and 
In(al.· ", an) = 0 whenever al E A'. 

It can be proved12 that, if I'll is orthogonal to A', then 
on!n is also. Let Cn(A, A', M) denote the linear 
subspace of Cn(A, M) consisting of the (n; A, M)­
cochains orthogonal to A', and let 

zn(A, A', M) = zn(A, M) n Cn(A, A', M), 

Bn(A. A', M) = 0n_Icn-I(A, A', M) 

with BO(A, A', M) = O. 

The relative cohomology space Hn(A, A', M) of 
A mod A' is then defined as 

Hn(A, A', M) = zn(A, A', M)/Bn(A, A', M), 

and the following statements12 are true: 
(v) if A' is an ideal of A and the A'-module Mis 

trivial, then 

Hn(A, A', M) f'l:j Hn(A/A', M) (n ~ 0); 

(vi) if A is semisimple and the A-module M is 
irreducible with (A) M =fi 0, then 

Hn(A, A', M) = 0 for all n ~ O. 

APPENDIX B. EXTENSIONS OF LIE 
ALGEBRAS 

The problem of group extensions has been bril­
liantly exposed by Michel in his Istanbul lecture 
notes.1 The general procedure carries entirely over to 
the case of extensions of Lie algebras, with the 
natural replacements, and here we just recall some 
basic results, extracted from the mathematical papers 
and treatises referred to below. As to the exact 
sequences and commutative diagrams language we 
keep to the notations of Ref. I, with the single 
difference that the composition of maps IX and fJ will 
be simply written as IXfJ instead of IX 0 fJ. The objects in 
the diagrams will be Lie algebras and the morphisms 
will be Lie algebra homomorphisms. 

By an extension A of a Lie algebra C by B, it is 
meant9 •12•13.14 a short exact sequence 

O~B~A~C~O. (BI) 
Clearly, C f'l:j A/Ker IX, B ~ Ker IX. (Some authors,14 
however, call A an extension of B by C; although this 
denomination seems more natural, we keep to that 
given above, for it is in accordance with that of 
Michel for group extensions.) 

For instance, if D(B) and J(B) denote, respectively, 
the derivation algebra and inner derivation algebra of 

13 H. Cartan and S. Eilenberg, Homological Algebra (Princeton 
University Press, Princeton, New Jersey, 1956). 

14 S. MacLane, Homology (Springer-Verlag, Berlin, 1963). 
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B, and 6.(B) = D(B)/I(B), a short exact sequMce is 
the following: 

i e o ---+ I(B) ---+ D(B) ---+ 6.(B) -+ 0, (B2) 

where i (respectively, e) is the identity injection of 
I(B) into D(B) [respectively, the canonical map of D(B) 
onto 6.(B)]. 

Similarly, if Z(B) is the center of B, one has the 
exact sequence 

i' e' o ---+ Z(B) -+ B -+ I(B) ---+ 0, (B3) 

where j' is the identity injection of Z(B) into B, and e' 
the natural epimorphism B ->- I(B). 

Two extensions A, A' of C by B are called equivalent 
if there exists a morphism y: A ->- A' such that the 
following diagram: 

O-+B-.!.-A~C---+O 

II y t II 
po 0 

O-+B-+A' ~ C---+O (B4) 

is commutative. y is an isomorphism and this relation 
defined between the extensions A and A' is an 
equimlence relation. 

An extension (BI) is called 
(i) inessential, when there is an exact sequence 

o ---+ C ~ A such that 1XIY.1 = 1 c (identity 
on C); 

(ii) trivial, when there is an extension A of B by C 

O---+C~A~B---+O 

such that 1X1X1 = Ie, fJdJ = lB' 
(A non-inessential extension is called, of course, 
essential. ) 

It is very simple to prove that 
(a) if (BI) is inessential (respectively, trivial) then 

A = Ker IX + 1m (1.1, with 1m IXI ~ Coker fJ 
(respectively, A = Ker IX EB 1m IXI ); 

(b) if an extension is inessential, or trivial, the same 
holds for an equivalent extension. 

Bya C-kernel (B, 0) [also denoted by (C, B, 0)] it is 
understoodl4015 as a pair of Lie algebras B, C, together 
with a morphism 0: C ->- 6.(B). Given a C-kernel 
(B, 0) and a linear injective map }.: 6.(B) ---~ D(B) such 
that eA = I ~(B)' the map 0': C ---~ D[Z(B)], which 
assigns to each c E C the derivation z ->- (JeOc)z, 
z E Z(B), is a morphism that does not depend on the 
choice of Je. The C-kernel (Z(B), 0') is called the 
central kernel of (C, B, 0). 

Just as for abstract groups,1 each extension (Bl) 
of C by B has an associated C-kernel (B, 0) defined by 

IS G. Hochschild. Am. J. Math. 76, 698 (1954). 

the following commutative diagram: 
o 

t 
Z(B) 

i't 
o ---+ B -_P_+) A -"'-+) C ----)l>- 0 

e't ~~ 6~ 
i e o ---+ I(B) -+ D(B) ---+ 6.(B) ---+ O. 

t 
o 

(B5) 

Those C-kernels (B, 0) induced this way by an exten­
sion of C by B are said to have an extension. 
Equivalent extensions (B4) clearly define the same 
C-kernel (B, 0). 

The extension A of C by B is called2 central if 
o = 0, or equivalently, if 1m cp c Ker e. Clearly, the 
property of being central remains under equivalence. 
I t is easy to check that 

(c) given a fixed B, all central inessential extensions 
by B are trivial if and only if the extension (B3) 
is inessential. 

In the family 8(C, Z, 1p) of all C-kernels (B,O), 
which have a common identical central C-kernel 
(Z,1p) [i.e., Z(B) = Z, 0' = 1p], a composition law 
and an equivalence relation can be introducedI5 in 
such a way that the set of equivalence classes naturally 
inherits a structure of additive group, which in turn 
becomes a linear space E(C, Z, 1p) by suitably defining 
the composition of a scalar and an equivalence class. 
The null vector of this linear space represents the 
class of those kernels in 8(C, Z, 1p) having an extension. 
For the case of abstract groups, the corresponding 
procedure leads l to an Abelian group which is shown 
to be isomorphic to the third cohomology group. In 
our case, however, E(C, Z, 1p) is in general isomorphic 
to a linear subspace of H3(C, Z'f) [where Z'" denotes 
the Abelian Lie algebra Z considered as the C-module 
defined by (c)zz = (1pc)z, z E Z] and although in some 
cases E(C, Z, 1p) ~ H3(C, Zv.)' only by allowing in­
finite dimensional Lie algebras B the isomorphism of 
E(C, Z, tp) with H3(C, Z'f) can be retrieved in all 
instances.16 Let us briefly indicate how this mono­
morphism 

1T: E(C, Z, tp) ->- H 3(C, Z,.,) 
arises. 

Givena C-kernel(B, 0) in 8(C, Z, tp),let €: C ---~ D(B) 
be a linear injective map such that e€c = Oc for every 
c E C. Clearly, 

18 G. Hochschild. Am. J. Math. 76, 763 (1954). 
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so that a bilinear alternating map /2: C X C -+ B can 
be chosen such that 

E[cl, c2] = [ECI , EC2] + e'(/2(c1, C2»' 

The Jacobi identity leads to the relation 

e' ( I f2(C1, [C2, caD) + e' ( ! (ECl)f2(C2 , Ca») = 0, 
eyel eyel 

whence 

ga(c1 , C2 , ca) 

= ! {(ECl)f2(C2, ca) + f2(C1, [c2, caD} (B6) 
eyel 

defines a trilinear alternating map ga: C x C x C -+ Z, 
i.e., ga E ca( C, Zv,). A straightforward computation 
shows that oaga = 0, i.e., ga E za(c, Z,.,). Moreover, a 
different choice of E and/or /2 may obviously change 
ga, but all the (3; C, Z,.,)-cocycles so obtained run over 
and completely exhaust a cohomology class; any 
such (3; C, Z,p)-cocycle ga so obtained is called15 •

16 

an obstruction of the C-kernel (B, () and the element 
of H3(C, Z",) thereby defined is denoted by Obs 
(C, B, (). The reason for the name of obstruct­
ion14- 16 lies in the fact that (C, B, () has an extension 
if and only if Obs (C, B, () = 0. The part "if" is shown 
by a direct (lengthy but simple) computation. As to the 
"only if", note that if Obs (C, B, () = ° we can 
always choose, because of the previous remarks, the 
aforementioned maps E and /2 so that g3 = 0. With 
such a choice, a Lie algebra structure can be intro­
duced in C x B by means of 

[(c, b), (c', b')] 

= ([c, c'], [b, b'] + (Ec)b' - (Ec')b - h(c, c'». 

If A denotes this Lie algebra, it can be very simply 
verified that 

p ~ 
O~B~A~C~O 

is the required extension inducing (), wherein {3b = 
(0, b), ,:x(c, b) = c. 

It is clear that if D is Abelian then /2 E C2( C, Z ) 
and (B6) tells us in this case that g3 = o2h, an"'d 
consequently, every C-kernel (B, (), with B Abelian, 
has an extension. 

C-kernels (D, () integrating the same element of 
E( C, Z, tp) can be shown to define the same 
Obs (C, . , .), and conversely; and the correspondence 
which assigns to such element of E( C, Z, tp) that 
common cohomology class Obs (C, . , .) of obstruc­
tions can be shown to be linear and injective and is the 
previously introduced monomorphism 1T. Hochschild16 

has given a characterization of the image domain of 1T 

which implies that 
(d) if C is semisimple then 1m 1T = 0, so that in 

this case every element of &(C, Z, tp) has an 
extension; 

(e) if C is solvable, 1m 1T = H3(C, Z",). 
To end with this recollection of basic results, we 

briefly summarize some important known facts 
concerning Lie algebra extensions. 

Let Ext", (C, Z) [respectively, Exto (C, D)] denote the 
set of equivalence classes of extensions of C by an 
Abelian Lie algebra Z with a fixed C-kernel (Z, tp) 
[respectively, of C by the Lie algebra D with a fixed 
C-kernel (D, () having an extension]. Then it can be 
proved15•17 with a similar technique of factor systems 
as for groups that: 

(f) Ext", (C, Z) can be given a natural structure of 
linear space; 

(g) Ext", (C, Z) ~ H2(C, Z",), the equivalence class 
of inessential extensions of C by Z with fixed 
kernel (C, Z, tp) corresponding to the null 
element of H2( c, Z",); 

(h) if (C, D, () has (C, Z, tp) as central kernel, 
given an extension A of C by D and an ex­
tension N of C by Z inducing respectively 
(C, D, () and (C, Z, tp), a composition of these 
two extensions can be defined leading to an 
extension of C by D which also induces (C, D, (). 
This composition is such that, when A is kept 
arbitrarily fixed while N is let to vary [so that 
one representative N is taken for each equiva­
lence class, i.e., for each element of Ext", (C, Z)], 
the equivalence classes of the extensions of C 
by D resulting from these compositions are all 
different and exhaust Exto (C, D). Exte (C, D) 
and H2(C, Z",) are therefore coordinable. 

It can also be proved12 that: 
(j) every extension of C is inessential if and only if 

H2( c, M) = ° for every C-module M. 
Finally, the following statements are now obvious: 
(k) if Z(D) = ° then every C-kernel (D, () has an 

extension and all extensions inducing (C, D, () 
are equivalent; 

(I) if () = 0, then the kernel (C, D, () admits an 
extension (consider the direct sum of C and D); 

(m) if D is complete [i.e., if Z(D) = ° and ~(D) = 0] 
a com~ination of (k) and (I) leads to the 
conclusion that all C-kernels (D, () necessarily 
have () = 0, have an extension, and all exten­
sions of C by D are central, equivalent, and 
trivial. 

17 A. Galindo, Actas Reunion Fisiea Teorica, Santander (1965) 
JEN Report. 
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A mathematical review of the peculiar properties of the space of eight dimensions is presented with 
the view of possible applications in the study of symmetries of elementary particles. This paper, written 
for physicists, is self-contained in that it does not require any previous knowledge of the subject nor 
any advanced mathematics. 

1. INTRODUCTION 

THE space of eight dimensions possesses peculiar 
features not to be found in any other dimension­

ality. Since the group of rotations in eight dimensions 
has been recently advocated as one of the possible 
extensions for the symmetries of elementary particles,l 
it seems worthwhile to investigate more closely the 
mathematics of eight-dimensional space. The present 
paper gives a short account of these properties for 
the benefit of the physicist. It does not require any 
previous knowledge of the subject nor any advanced 
mathematics. 

Although most results of this paper can already be 
found in the literature-either written in an easily 
understandable2 or in a rather difficult3 mathematical 
language-some of the results, given in Sec. 3, are 
believed to be new. 

2. VECTORS AND SPINORS 

To point out analogies and differences, let us re­
view briefly some aspects of the ordinary four dimen­
sional (Dirac's) theory. 

A. Four-Dimensional Theory 

a. Vectors 

Define four basic matrices YI, Y2' Y3' Y 4 satisfying 

YkYI + YIYk = 2!5kl (k, I = 1,2,3,4). (1) 

To be specific, take the representation 

1 Y. Ne'eman and I. Ozsvath, Phys. Rev. 138, BI475 (1965); 
see also D. C. Peaslee, J. Math. Phys. 4, 910 (1963). 

2 E. Cartan, Lel,'ons sur la tMorie des spineurs (Hermann & Cie, 
Paris, 1938), Vols. I and II. 

• C. C. Chevalley, The Algebraic Theory of Spinors (Columbia 
University Press, New York, 1954). 

where all matrix elements not explicitly shown are 
equal to zero. All the y's are Hermitian (Yk = Yk). 

A vector X is then represented by the matrix 

(3) 

where Xl, X2, X3 , X4 are the "components" of the 
vector. One can verify easily that the square of 
the matrix X is equal to X~ + X~ + xi + x: times the 
unit vector. We write for short 

F = X 2 = X~ + X~ + x: + x~. (4) 

An important matrix in our representation is the 
following 

B = (j---~-jL------~); B2 = 1, (5) 
: -l 

l i 

where B transforms any vector X into its transpose 
XT according to the rule 

XT = BXB. (6) 

An infinitesimal rotation by an angle 0 in the plane 
k, I is accomplished by the operator 

Rkl = 1 + !OYkYI (7) 

acting on a vector X as follows: 

(8) 

where X' being the new (rotated) vector. In fact, 
since to the first order 

(9) 
one has 

X;"Ym = (1 + !OYkYI)XmYm(1 - !OYkYl) 

whence 

= xm{Ym + !O[YkYlYm - YmYkYl]}' (10) 

X;n = X m , m ¢ k, 1, 

x~ = Xk + Oxl , 

XI = -Oxk + XI' 

(11) 

775 
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h. Spinors 

A general spinor ~ in four dimensions is written as 
a four-row, one-column matrix 

(12) 

We also use the transpose spinor 

;T = (CPl' CP2' "PI' "P2)' (13) 

The rotation (7) transforms the spinor as follows: 

;' = Rkl;. (14) 

It is easily seen that in our representation (2) a spinor 
of the type 

(15) 

i.e., with the last two components vanishing, remains 
of the same type under rotations (spinor of the first 
kind). The same is true of the spinor of the second kind 

1X1 = 

, , , , . , 
I : , , , 

....... _- _ ... -.......... : .... -- ---_ .. -----: ---_ ... --_ ...... -- -- : ..... ---- -_ ......... , , , 
• • I • 

: I : : , , , 
I • I I 

: 1 : : , , , , , , 
.-----_ ... - ... - ..... ,- ... ---- -- -- .......... ,--- ...... --- ---- ...... I --- ........ -_ .. _ ...... , , , , , , 

I I • I 
I I I I , , , 
I I • I 

: : I : , , , , , , 
.. ___ ................... I ........ __ ...... _____ 1_ ----- ... ---- -_... _ .. __ .. ___ ... __ ... , , , , , , , , , , , , , , , , , , 

-1 

-1 
-1 

-1 

(16) 

The quantity 

is invariant under rotations. In fact, using (6) 

;,TB;' = ;T(1 + lOyl'yJ)B(1 + lOYkYI); 

(17) 

= ;TB(1 + lOYIYk)(1 + lOYkY,); = ;TB;. 
(18) 

Decomposition of; into spinors of first and of second 
kind shows that (17) can be written as a sum of two 
separate rotation invariants, i.e., 

4t = cpTBcp, 
'I' = ~TB~. 

B. Eight-Dimensional Theory 

a. Vectors 

(19) 

(20) 

Define eight basic matrices AI' Az, ••• ,As satis­
fying 

A~I + AIAk = 2c5kl (k, I = 1,2, ••. , 8). (21) 

Like the smallest nontrivial representation of Dirac's 
Y matrices has to be four-dimensional, similarly, in 
this case, it turns out that the A's have to be sixteen­
dimensional. We choose an Hermitian representation 
of the form 

Ak = (k = 1,2," ,,8), (
0 IXk) 

fJk 0 
(22) 

where all the elements in (22) are 8 X 8 matrices. To 
specify a representation it is then sufficient to give the 
IXk-the fJk being then immediately determined from 
Hermiticity. Let us choose the representation 

1 1 I , 
.. .. -------.......... ---_ ... -.......... --.---------- ........... .. ........ -------, , , , 

i : -1 

-- ----------i --- ----- ------i -- ------=~-- ------------
1 -1 l 

: -1 ! , , .. ........ __ .. __ .. __ 1-------------- ---------.......... -----------_ , , 

! 1 

i i 
, , , 

i 
---- ... -- ......... --': ---- .... -- .. --- --l-- ....... ---- ..... --- --- -_ ... -- .... _oo 

-i i i -i 
, , .... --- ...... -- ...... -- 1----_ .. ------- -, .. -- ----- -- .. --- ---- --- .. -_ ..... , , , , 

-i : : , , , , , , -i . , , , .. __ .. _ .............. _.1 _______ .. _ .... ___ 1____ _ _ ___ ___ __ .. ________ .. _ .. , , , , 
: i : , , , , , , i , , 
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.. -I: 
· · · · . . .. -- -_ .. -- -- -.. '1-- --- ...... --- .. -- ~- .. -_ .. -- ...... -- .... i -- ---- .... -.... -
· . . · : . : 

------------ !--------------i ------------~ -i --------- ---
: -i: : 
I • I • 

: -I : : 
.. _____ ...... __ .. : ____ ........ __ .. ___ :_ ........ __ .............. I .......... __ .. ___ _ 

· . , , , . , . , . , . 
: : 

-i i , . , , , , , 

-i 
i 

-i 
-_ .. -_ ...... -_ .... : .... -_ .. -_ ...... -_ .... :-_ .. -_ ...... -_ .... --: .... -_ ........ ---

• I I. 
I I I -I 

iii 

! 1 
, 

- .. -_ ...... -_ ...... : .. --_ .. -_ .. - .. _ ...... : ---_ .... --_ .. -oo __ ..... _________ _ · , · , · , · , 1 
: : 
: : -1 

-_ ...... -_ .... -_ .. : -.. --- .... -- -_ .. --: ...... -_ ...... -_ .. --.. .. --_ .. -_ ............ 
1 : : 

: : 
: : -1 · , ----- ..... ----- -------------1-------------- __ .. ________ _ , , 

-1 ! 
-1 

1 : i , , , , , , , , , , 
__ - - - ___ - ___ I __ - __ - - ____ - __ : _ .. - - __ - _ .. _____ 1._ .. _________ • 

, , , 
: : I.: 1 , , 

1 : i , , 
... -- -- .............. I ...... __ ...... -- ...... -1-" -_ .. -- ...... -- -- I -- .. -- ...... ----, , , , ets = , , , 

-- ...... - - - - - ---1- - -- - .. oO .... -- _ -- 1- - - .. - - -oO - - - ___ I ___ .... -- - -_ - .. , , , , , , , . , , , , -i , , , 
• I • I 

I ~ : : , , , 
... _ .................... I __ .. ___ .......... __ -I ...... __ ...... __ ...... _I" ____ ............ _ , , , , , , , , , , , . 

: : : · Ii·. · . . 
A vector X is then represented by the matrix 

(24) 

where Xl' X2 , ••• ,Xs are the "components" of the 
vector. One can verify easily that the square of 
the matrix X is equal to xi + xi + ... + x~ times the 
unit matrix. We write for short 

F = X2 = xi + x~ + ... + x~. (25) 

An important matrix in our representation is the 
following: 

-1 

-1 

-1 

-1 

B = ---------------------------- -------------- ---------------

-1 

B2 = 1. 

-1 

-1 

-1 

(26) 

, , , , , , · , , · , , 
1 : 1 : · , , , , , .. - __ .... - _ .... - - 1 _____ .. __ .... __ .... 1_"" ___ .. ____ .. _ .. I ________ .. __ _ , , , , , , , , , , , , , , . · , . : : 1 : , , . 

(23) 

B transforms any vector X into its transpose XT 
according to the rule 

XT = BXB. (27) 
An infinitesimal rotation by an angle () in the plane 
k, I is accomplished by the operator 

RkZ = 1 + t()AkA z (28) 

acting on a vector X as follows: 

X' = RkZXRk} , (29) 
X' being the new (rotated) vector. The proof is the 
same as for the four-dimensional case above. 

b. Spinors 
A general spinor ; in eight dimensions has sixteen 

components. We could write it 

Cf!l 

Cf!2 

(30) 

tps 
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in analogy with (12). However, for later convenience, 
we rename the components in a somewhat peculiar 
manner and write it instead 

-cP, + icps 

CP1 + icps 

CP1 - icps 

-CPs - iCP2 

CPs - iCP2 

. CPI + icps 

-CP1 + icps 

-cP, - icps 

"P6 + i"P, 

"Ps - i"P7 

-"Ps + i"Pl 

-"P2 + i"Ps 

-"P2 - i"Ps 

"Ps + i"Pl 

"Ps + i"P7 

-"Ps + i"P, 

A rotation (28) transforms the spinor as 

(31) 

(32) 

In perfect analogy with the four-dimensional theory, 
a spinor having only the eightcp-components different 
from zero (spinor of the first kind) remains of the 
same type under rotations. The same is true of the 
spinor of the second kind, i.e., having only the eight 
~-components different from zero. 

The quantity 
(33) 

is invariant under rotations. Decomposing the spinor 
in the two parts, cp and ~ respectively, one obtains 
from it two separate invariants 

~ = cpTBcp = cP~ + cP~ + ... + cP~, (34) 

'I' = ~TB~ = "P~ + "P~ + ... + "P~. (35) 

Thus far, the eight-dimensional theory is perfectly 
analogous to the four-dimensional theory, or to the 
theory in any even number of dimensions. What 
renders the eight-dimensional theory a very special 
case is the fact that, in eight dimensions-and in 
eight dimensions only-the vector X, the spinor cp, 
and the spinor ~ all have an equal number of com­
ponents (namely, eight), so that the invariant forms 
F, ~, and 'I' [formulas (25), (34), and (35)] all look 
the same. Let us examine this point more carefully. 

c. Peculiarities of the Eight-Dimensional Theory 

Consider for simplicity a specific rotation (28), say 
the rotation R12 transforming the component of a 
vector X as follows: 

{
X~ = Xl + fJx2 , 

x~ = -fJXI + X 2 , 

x£ = Xk (k = 3, 4, 5, 6, 7, 8). 

(36) 

The corresponding transformations for the spinors 
cp and~ are 

(
CPi = CPI - tfJcp2' 

cP~ = tfJcpI + CP2' 

{cp~ = CP4 + to CPs , 

cP~ = -tfJcp, + CPs, 

(
"Pi = "PI - t fJ "P2' 

"P~ = tfJ"Pl + "P2' 

{"P~ = "P4 - tfJ"Ps, 

"P~ = tfJ"P, + "Ps, 

{
cp: : ~ 1+ tfJcps, 
CPs - 'JOcps + CPs, 

{
cp: = CPs + tfJcp7' . 

CP7 = - tOcps + CP7' 

{ "P~ = "Ps - t(}"Ps, 

"P~ = t(}"Ps + "Ps, 

{"P~ = "Ps - t(}"P7' 

"P; = t(}"Ps + "P7· 

(37) 

(38) 

Similar expressions are obtained with other rota­
tions of the type Rlk (k = 3,4, 5, 6, 7, 8). With 
rotations Rk! (k, I = 2, 3, ... ,8; k y6 I), one obtains 
expressions that differ from the ones above by some 
changes in corresponding signs of vector and spinors. 
For example, for the R23 rotations, one has 

{
x: = X 2 + (}xs , 

Xs = -(}X2 + xs , 

x£ = Xk (k = 1,4,5,6, 7, 8), 

{
cp: = CP2 + t(}CPs, {cp: = cP, + t(}CP7' 

CPs = -t(}CP2 + CPs, CP7 = -t(}cp, + CP7' 

{
cp: = CPs + t(}CPs, {cp~ = CPs + t(}CPI' 

CPs = -t(}CPs + CPs, cP~ = -t(}CPs + CPI; 

{
"P: = "P2 + t(}"Ps, {"P: = "P, + t(}"P7' 

"Ps = -tfJ "P2 + "Ps, "P7 = -tfJ"P, + "P7' 

{"P~ = "Ps + t(}"Ps, {"P~ = "P5 - t(}"PI' 

"P~ = -tfJ"Ps + "Ps, "Pi = tfJ"Ps + "Pl· 

(36') 

(37') 

(38') 

In the above formulas, one considers the vector 
rotation (36) or (36') as the primary rotation that 
induces the transformations (37) and (38) or (37')-(38') 
on the spinors [the correspondence being a one-to-two 
correspondence because of the angle ifJ that appears 
in (37) and (38)]. However, (37) and (38) or (37') 
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and (38') are also rotations, and, since the quadratic 
forms F, «1», and 'I' are similar, one could think, for 
example, thatcp is the vector and X and 'I' the spinors. 
A rotation by an angle 0 of cp then induce correspond­
ing rotations by angles to in X and '1'. In other words, 
it is only a matter of convention to define which is 
the vector and which the spinors of first and second 
kind; the three quantities X, cp, and ~ being perfectly 
equivalent. This property is referred to in the litera­
ture as "principle of triality."4 [It has nothing to do, 
however, with the concept of triality5 introduced re­
cently in the literature of elementary particles in con­
nection with the representations of the group SU(3).] 
When X, cp, and ~ transform as vector and spinor of 
the first kind and spinor of the second kind, respec­
tively, the quantity 

3' = cpTBX~ (39) 
turns out to be invariant under rotations. In fact, 

3" = cp'TBX'~' 

= cpT(1 .+ tOAr Al)B(1 + tOAkA1) 

X X(I - tOAkA1)(1 + tOAkAI)~ 
= cpTB(l + tOA1Ak)(1 + tOAkAI)X~ 
= cpTBX~. (40) 

Written out explicitly, the invariant (39) is equal to 

3' = I {!PkXIV'm + !PIXm V'k + !PmXkV'1 

- !PIXkV'm - !PmXIV'k - !PkXmV'l} 
S 

+ I {!PlXkV'k + !PkXlV'k + qVkV'l} - !PlXlV'l, 
k=2 

(41) 

where the first sum is over the following seven values 
of the triple k, 1, m, 

(k 1 m) = (235), (3 4 6), (4 57), (5 6 8), 

(672), (783), (8 2 4). (42) 

Another definition of:F will be found later. 

3. OCTONIONS AND JORDAN ALGEBRA M~ 

A. Octonions 

Octonions (also called Cayley's numbers and 
quasi-quaternions) are based on eight basic units 
el , e2 , ••• , es with the properties 

e~ = el, e~ = -el' elek = +ekel 

(k=2,3,"',8), (43) 

(k, I = 2,3, ... , 8; k =F I), (44) 

e2eS = e5, eae4 = e6, e4e5 = e7, e5e6 = es , 

e6e7 = e2, e7es = ea , eSe2 = e4• (45) 

, See Refs. 2 and 3. 
I C. R. Hagen and A. J. Macfarlane, Phys. Rev. 135, B342 (1964). 

In terms of the basic units, an octonion A can be 
expressed as follows: 

A = alel + a2e2 + aaea + ... + ases. (46) 

The unit el is not always written out explicitly (like 
the unit "I" in the ordinary algebra of complex 
numbers): sometimes we write simply rJ. instead of rJ.e l • 

Octonion multiplication is noncommutative and 
nonassociative. The associator of three octonions 
A,B,C 

{A, B, C} = A(BC) - (AB)C (47) 

is anti symmetric with respect to the permutations of 
A, B, and C, as can be easily verified from definitions 
(43)-(45). The octonion 

A = alel - a2e2 - aaea - ..• - ases (48) 

is the conjugate of the oct onion A. The quantity 

n(A) = AA = AA = a; + a~ + a; + ... + a~ 
(49) 

is the "norm" of the octonion A. It can be easily 
verified that 

n(AB) = n(BA) = n(A)n(B), (50) 

a property shared only by real numbers, complex 
numbers, quaternions, and octonions. 

Let us define as "inner" product of two octonions A 
and B the quantity 

A· B = B· A = i(AB + BA). (51) 

The inner product is nothing but the el component 
of the ordinary product of A and B. In terms of it, the 
norm of A can also be defined as 

n(A) = A·A. (52) 

Following are a few easily proved identities, very 
convenient in handling oct onion expressions. 

A(AB) = (AA)B = n(A)B, 

(AB) = BA, 

A·B = A·B, 

A· (BC) = (AB) • C, 
A· (BC) = B • (CA) = C . (AB), 

A • (BC) = B . (Ae). 

(53) 

(54) 

(55) 

(56) 

(57) 

(58) 

Writing the vector X, the spinor of the first kind cp 
and of the second kind~, as octonions 

X = xlel + x2e2 + xsea + ... + xses , 

cp = !Plel + !P2e2 + !Paea + ... + !pses , (59) 

~ = V'lel + V'2e2 + V'aea + ... + V'ses , 
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one can write the invariants found in the preceding 
section as follows: 

F = n(X), 4» = n(cp), 'I' = n(\jJ), (60) 

-5' = cp • (X\jJ), (61) 

B. Jordan Algebras M~ 

The set of all "octonion Hermitian" matrices M 
of the type 

(62) 

where p, q, and r are real numbers, A, B, and Care 
octonions (A, B, C being their conjugate octonions), 
form an exceptional Jordan algebra. Multiplication of 
two elements of this algebra is defined as 

MN = NM = t(M x N + N x M), (63) 

where M X N is the usual row-by-column product 
of matrices. Multiplication is therefore commutative, 
although not associative. 

Any element M of this algebra satisfies a charac­
teristic equation of the third order, 

M3 + IXM2 + PM + y = 0, (64) 
where 

IX = -(p + q + r), 
P = pq + qr + pr - n(A) - nCB) - n(C), 

y = -pqr + pn(C) + qn(B) + meA) - 2B . (AC). 

(65) 

The roots of the characteristic equation (64)­
considered as an algebraic equation-are the eigen­
values of M, like in the ordinary matrix theory. Two 
octonion Hermitian matrices M and M' with the same 
eigenvalues are considered to be essentially the same 
matrix in different representations. 

In order for M and M' to have the same charac­
teristic equation, the octonions A, B, and C in (62) 
must be transformed in such a way that IX, p, and y 
in (65) remain invariant. This can be obtained by 
means of an eight-dimensional rotation in octonion 
space that leaves n(A), nCB), n(C), and B· (AC) in­
variant. The latter quantities are but the three quad­
ratic and the trilinear invariants (60) and (6\). It 
follows that the octonions A, B, and C should not be 
transformed in the same way under an eight"dimen­
sional rotation; one octonion should be transformed 
like an eight-dimensional vector and the other two 
like eight-dimensional spinors of the first and second 
kind, respectively. Which octonion is the vector and 

which the spinors of each kind is only a matter of 
convention. The principle of triality for Jordan 
algebra M~ is but a statement on this possibility. 

In ordinary matrix theory, when a matrix M' is 
equivalent to a matrix M (i.e., M' and M have the 
same eigenvalues) a relation 

M' =UMU (66) 

exists, with U a unitary matrix. The ordinary repre­
sentation theory is essentially a study of transforma­
tions U. When U differs only by an infinitesimal 
quantity from unity 

U = 1 + lOR, (67) 

o small, R anti-Hermitian (R = -R), Eq. (66) 
becomes' 

M' = M + iO[R, M]. (68) 

The commutator 

[R,M] = RM - MR (69) 

then defines the infinitesimal transformations on 
which the whole (Lie's) theory of representations is 
based. 

Can we define something analogous to Eq. (68) for 
the commutative, nonassociative algebra M:? The 
answer is yes, with the associator taking the role of 
the commutator that is zero in a commutative algebra. 
The associator {l, M, N} of three elements l, M, N 
is defined as follows: 

{l, M, N} = l(MN) - (lM)N. (70) 

That the associator of a Jordan algebra is indeed the 
analog of the commutator of the ordinary matrix 
algebra can be easily seen in the following special 
case. 

Transform an ordinary matrix algebra into a 
Jordan algebra by defining a symmetrized product6 

AB = HA X B + B X A), (71) 

A and B being ordinary matrix and the "cross" product 
indicating the ordinary matrix product. Then the 
associator is related to the commutators as follows: 

{A, B, C} = A(BC) - (AB)C = WA, C], B}. (72) 

Going back to the algebra M:, let A, B, C in (62) 
be the octonions that transform like the vector X, 
the spinor cp, and the spinor \jJ, respectively. Then 

6 These are the original considerations that led Jordan to his 
algebra; see P. Jordan, Z. Physik 80, 285 (1933); P. Jordan, J. Von 
Neumann, and E. P. Wigner, Ann. Math. 35, 29 (1934); A. A. 
Albert, Studies in Modern Algebra (Prentice-Hall, Inc., Englewood 
Cliffs, New Jersey, 1963), Vol. 2; A. Gamba, High Energy Physics 
a~d Elementary Particles (International Atomic Energy Agency, 
VIenna, 1965), p. 641. 
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the eight-dimensional rotations (28) can be written Consider now the three units 
as follows: 

M' = M + O{Ak' M, AI}' (73) 
where 

( +:' 
+e1 

~} 0 

0 
(74) 

(-:. +ek 

:} h 2,3,'" ,8, 0 

0 

as can be easily found by direct calculation. 
One could wonder why the transformation matrix 

R in (68) is anti-Hermitian, whereas Ak , Al in (73), 
(74) are (octonion) Hermitian. The difference is 
easily explained: in ordinary matrix calculus [see 
formula (72)], R is the anti-Hermitian commutator 
[Ak' A I] of two Hermitian operator Ak , A I in strict 
analogy with our result in M~. By the way, this same 
consideration also explains the missing factor ~ in 
(73) as compared with formula (68). A redefinition 
of the associator (70) could have put the formulas in 
more symmetrical form; however, we did not want 
to alter the standard definition of associator to be 
found in the literature only for the sake of an irrelevant 
factor t. 

C. The Group G2 

We have seen that in general the octonions A, B, 
and C in (62)-or equivalently the 8-dimensional 
vector and spinors of first and second kind-transform 
differently under an 8-dimensional rotation. Are they 
special rotations under which the above three quan­
tities transform in the same way? The answer is yes. 
Consider any three units ek of one of the triples (45). 
To be specific, let us choose as example the following: 

(75) 

(76) 

With regard to (75) and (76), we can then establish 
the correspondence 

4 _ 6, 5 _ 2, 7 _ 8. (77) 

We can then prove the following theorem. 

Theorem: A rotation in the space (4, 5, 7) followed 
by an equal rotation in the space (6,2, 8)-equality 
being defined by means of (77)-transforms eight­
dimensional vectors and spinors in the same way. 

This can easily be seen by inspection of formulas 
like (36')-(38') or by working out explicitly the 
corresponding associators in (73). Since there are 
seven triples in (45), with the above process we obtain 
a total of 21 rotations. Indicating the rotation in the 
plane (kl), followed by an equal rotation in the plane 
(mn), by (kl)(mn), they are the following: 

(34)(58L (36)(57) (46)(87) 
(45)(62), ',(47)(68) (57)(28) 
(56)(73), "" "(58)(72)- _ (68)(32) 
(67)(84) '" " (62)(83)- _ - - (72)(43) . (78) 
(78)(25) "(73)(24)- _ - -(83)(54) . 
(82)(36) (84)(35) - -(24)(65) 
(23)(47) (25)(46) (35)(76) 

Only 14 of the above rotations are linearly independ­
ent, since the rotations in the first column of (78) are 
related to those of the other two columns as indicated. 
These 14 rotations form a group, that by inspection 
can be seen to be the group G2 , the lowest of the five 
exceptional groups of classical group theory. As a 
matter of fact, one could define G2 as the subgroup of 
rotations that transform eight-dimensional vectors 
and spinors in the same way. Since the index I does 
not appear in (78), one sees that G2 is also a subgroup 
of rotations in seven dimensions, a well-known result. 
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A number of theorems and definitions which are useful in the global analysis of relativistic world 
models are presented. It is shown in particular that, under certain conditions, changes in the topology 
of spacelike sections can occur if and only if the model is acausal. Two new covering manifolds, em­
bodying certain properties of the universal covering manifold, are defined, and their application to 
general relativity is discussed. 

INTRODUCTION 

A NUMBER of theorems are proved which are 
useful in the analysis of general relativistic world 

models, particularly with regard to the problem of 
singularities. Tbese are called "topological" results 
because they do not involve the Einstein equations 
directly, but rather deal with the global properties of 
a Lorentz signature metric on a 4-manifold. We 
state here the various theorems and definitions in 
detail, but content ourselves with a survey of possible 
applications. 

In Sec. I, we discuss some implications of the 
requirement that causality be maintained, i.e., that a 
continuous choice of the forward light cone can be 
made and that no closed timelike curves exist. In Sec. 
II, we define two new types of covering manifolds, 
these adapted to the Lorentz signature metric. The 
applications of these and of the conventional universal 
covering manifold to general relativity are discussed 
briefly. 

It is convenient to define a geometry as a 4-manifold 
carrying a metric of signature (-, +, +, +). Modi­
fiers will then refer to the appropriate structure. (For 
example, a compact geometry means the manifold is 
compact.) Following conventional practice, a manifold 
is always assumed without boundaryl unless otherwise 
explicitly stated. 

I. CAUSALITY 

We observe2 in our local region of space-time that 
from anyone event P we are able to influence only 
those events which lie within a single cone from P, the 
forward light cone. Suppose we assume that this 
represents a universal property of space-time. Then 
this assumption places a global restriction on those 

• National Science Foundation Predoctoral Fellow (1966). 
1 See, for example, 1. R. Munkres, Elementary Differential 

Topology (Princeton University Press, Princeton, New Jersey, 1963). 
2 See, for example, H. Reichenbach, The Direction of Time (Uni­

versity of California Press, Berkeley, California, 1956); H. 
Reichenbach, The Philosophy of Space and Time (Dover Publications, 
Inc., New York, 1958), Sec. 21. 

geometries which are of physical interest. This re­
quirement of causality may be stated mathematically: 
(a) no closed timelike or null curves exist, and (b) a 
continuous choice of the forward light cone can be 
made. [Following the terminology of Calabi and 
Markus,3 a geometry satisfying property (b) is called 
isochronous.] Here, we relate these two mathematical 
restrictions to other, more useful, properties of the 
geometry. 

We first require a result due to Misner.4 

Theorem 1: Let Sand S' be two compact 3-mani­
folds. Then there exists a compact geometry M 
whose boundary is the disjoint union of Sand S', 
and in which Sand S' are both spacelike. 

Proof' That there exists, for any compact Sand S', 
a compact 4-manifold M whose boundary is the 
disjoint union of Sand S' was first proved by Rohklin5 

using cobordism theory.6 The problem of placing a 
Lorentz signature metric on M is equivalent7 to that 
of placing a continuous vector field on M, nowhere 
zero and nowhere tangent to S or S'. The Poincare­
Hopf theorem8 states that a necessary and sufficient 
condition that such a vector field can be found is that 
the Euler characteristic,9 X, of M vanish. 

The construction reduces, therefore, to suitably 
modifying M so that its Euler characteristic vanishes. 
Let V be some other compact 4-manifold (without 
boundary). Suppose we remove a small 4-ball from 

3 E. Calabi and L. Markus, Ann. Math. 75, 63 (1962). 
4 The statement and an outline of the proof of this theorem were 

discovered by C. W. Misner. An important step in the argument 
was provided by L. Markus. Added in proof: Essentially the same 
result has been obtained by B. L. Reinhart, Topology, 2,173 (1963). 

5 V. A. Rohklin, Dok\. Akad. Nauk USSR 81,355 (1951). 
• See, for example, C. T. C. Wall, Ann. Math. 72, 292 (1960); 

R. Thorn, Commun. Math. Helv. 28,17 (1954). 
7 See, for example, N. Steenrod, The Topology of Fibre Bundles 

(Princeton University Press, Princeton, New Jersey, 1951), p. 207. 
8 H. Hopf, Math. Ann. 96, 225 {I 926). See also J. Milnor, 

Topology from the Differential Viewpoint (University Press of 
Virginia, Charlottesville, Virginia, 1965), p. 35. 

9 See P. J. Hilton and S. Wylie, Homology Theory (Cambridge 
University Press, Cambridge, England, 1960), p. 167. 

782 
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Vand from the interior of M, and identify the bound­
aries (3-spheres) thus created. The result is a new 
compact 4-manifold, M', whose boundary is the same 
as that of M, but whose Euler characteristic differs 
from that of M byI° 

X(M') - X(M) = x(V) - 2. 

Now, the 4-torus,1l Sl X SI X SI X SI, has an Euler 
characteristic of zero. Complex projective 2-space, a 
real 4-manifold, has an Euler characteristic of three. 
Thus, if V is chosen to be the 4-torus in the above 
construction, we decrease the Euler characteristic of 
M by two, and if V is complex projective 2-space, we 
increase X by one. Therefore, a sequence of such 
operations can be found which reduces the Euler 
characteristic of M to zero. 

Theorem 1 states that, physically, whatever the 
topology of a compact spacelike section of our 
space-time (assuming one exists) at the present epoch, 
the mere presence of a Lorentz signature metric does 
not preclude any given compact spacelike section's 
appearing at a later epoch. Theorem 2 below shows 
that, if such "changes in the topology" are to occur, 
then causality cannot be maintained. 

Theorem 2: Let M be a compact geometry whose 
boundary is the disjoint union of two compact space­
like 3-manifolds, Sand S'. Suppose M is isochron­
ous, and has no closed timelike curve. Then Sand 
S' are diffeomorphic, and further M is topologically 
S X [0, 1]. 

Proof: Since M is isochronous, we may construct12 

on M a timelike vector field, ~I.t, which is nowhere 
zero and nowhere tangent to S or S'. Let y be a curve 
in M, beginning on S, and everywhere tangent to ~I.t. 
Suppose first that y has no future endpoint. Then y 
may be parametrized by a continuous variable t with 
range zero to infinity, yet). Consider the sequence of 
points Pi = y(i), i = 1,2,3, ... , on the curve y. This 
is an infinite sequence on the compact set M, and 
therefore13 it has a limit point, P. Let N be a suffi­
ciently small open neighborhood of P having the 
property that every curve tangent to ~I.t passing through 
N can be distorted in N so that, while remaining 
timelike, . it passes through P itself. Then for any 
positive number s, there must be at> s with y(t) 

10 See Ref. 9, p. 93. 
11 Here and elsewhere, S" denotes the n-sphere, and an x denote~ 

the topological product. 
12 See Ref. 7. 
13 See, for example, E. J. McShane and T. Botts, Real Analysis 

(D. Van Nostrand Company, Inc., Princeton, New Jersey, 1959), 
p.51. 

in the neighborhood N (since P is a limit point of the 
Pi), and a t' > s with yet') not in N (since y has no 
future endpoint). That is, y must pass into and then 
out of the neighborhood N an infinite number of 
times. By distorting y on two of its "passages" 
through N so that it intersects P, we obtain a closed 
timelike curve, beginning and ending at P. 

Since this possibility has been excluded by hypoth­
esis, we conclude that every such curve y must have a 
future endpoint. This endpoint cannot occur in the 
interior of M, for ~I.t vanishes nowhere, nor on S, 
since M is isochronous. Thus, the future endpoint of 
y lies on S'. To summarize, through every point P of 
M, there exists one and only one curve y everywhere 
tangent to ~I.t, and this curve has one endpoint on S, 
and the other on S'. 

Through each point P of M draw the curve y. Let 
the curve y be written in coordinate form, xl.t(/), where 
the parameter t is now defined by the equations 

dxl.t/dt = ~I.t, xJ1(t) lies on S. 

Suppose t assumes the values 11 and 12 at P and S', 
respectively. Now, define a scalar field, f{J, on M by 
its value at each point P: 

f{J == t 1/t2 • 

The field f{J now plays the role of the Morse function.14 
The surface S is given by f{J = 0, and the surface S' 
by f{J = 1. The one parameter family of surfaces, 
f{J = const, pass through every point of M. Finally, 
the congruence ~I.t provides a one-to-one correspond­
ence between any two surfaces of this family, Hence, 
Sand S' are diffeomorphic, and M = S X [0, 1]. 

An almost identical argument suffices to demon­
strate the following theorem. 

Theorem 3: Every compact geometry (without 
boundary) has a closed timelike curve. 

Note added in proof· This theorem has been proved 
by R. W. Bass and L. Witten, Rev. Mod. Phys., 29,452 
(1957), and by E. H. Kronheimer and R. Penrose, in 
a preprint, "On the Structure of Causal Spaces." 

We now discuss two applications of these results. 
Suppose first that it has been established that at the 
present epoch the universe has a compact spacelike 
surface topologically a 3-sphere (Le., the closed 
Friedmann model is a reasonable approximation). 
One could imagine that, during the highly contracted 
phase, the inhomogeneities have grown15 to the extent 

14 J. Milnor, Morse Theory (Princeton University Press, Princeton, 
New Jersey, 1963). 

IS See E. Lifschitz and I. M. Khalatnikov, Adv. Phys. 12, 185 
(1963). 
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that some topological "twisting" takes place. The 
universe than emerges from the contracted phase with 
expanding spacelike sections (the expanding phase 
of the Friedmann model). In this way, the universe 
might hope to "bounce" while avoiding a singularity. 
But according to our theorem, any such "topological 
twisting" can occur only if the universe is acausal. 

As a second application, consider the following 
proposal for the construction of a quantized gravi­
tational theory.16 One envisions a wave functional of 
positive definite metrics on a 3-manifold (H3-geom­
etries"), evaluated by a (as yet to be spelled out 
in full detail) Feynman sum over "kinematically pos­
sible histories" (i.e., 4-geometries of the correct sig­
nature). That is, 

\FC~) = I exp [- ~ JR( - g)! d4x]. 
4·geometries Ii 

Wheeler17 has expressed the hope that in this way 
there will emerge a "foam-like structure" for space, 
i.e., resonating states between 3-geometries of differ­
ent topologies. Our two theorems state that one may 
always find a kinematically possible history which 
contributes to the Feynman sum for an arbitrary 
configuration of the 3-geometry, but that if any vari­
ation in the topology of that geometry (the foam-like 
structure) is to occur, acausal histories must be ad­
mitted into the Feynman sum. Thus, it is hard to see 
how the "foam structure" can be consistent with 
causality on the macroscopic level. 

II. COVERING MANIFOLDS 

The universal covering manifold has been a useful 
concept in the global analysis of relativistic world 
models. IS Intuitively, a covering manifold is a sec­
ond, larger, manifold, obtained from a given mani­
fold, in which local properties are retained, but some 
of the topological features have been lost. The uni­
versal covering manifold is the "largest" covering 
manifold. Covering manifolds are defined in general 
without reference to other structures (i.e., a Lorentz 
metric) on the manifold in question. Our goal is to 
define a class of covering manifolds, these definitions 
utilizing the metric, in such a way that certain 
selected topological features are retained. 

Let M be a 4-manifold. A covering manifoldl9 of M 
is defined as a second 4-manifold, M', along with a 

16 J. A. Wheeler, Ann. Phys. (N.Y.) 2,604 (1957); C. W. Misner, 
Rev. Mod. Phys. 29, 497 (1957); H. Leutwyler, Phys. Rev. 134, 
BliSS (1964). 

" See Wheeler, Ref. 16. 
18 See Ref. 3, also S. Hawking, Phys. Rev. Letters 15, 689 (1965). 
19 See, for example, J. G. Hocking and G. S. Young, Topology 

(Addison-Wesley Publishing Company, Inc., Reading, Massachu­
setts, 1961), p. 188. 
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FIG. I. An example of the torus (a), and three of its covering 
manifolds (b ), (c), and (d). The covering manifolds are mapped 
onto the torus by the following equations: (b) e = 9, 4> = 24> 
(mod 21T); (c) e = 29 (mod 217), 4> = 4>; (d) e = e (mod 21T), 
4> = cI» (mod 217). Note that (d), the universal covering manifold, 
is simply connected. 

map, f(!, of M' onto M, such that for any point P of 
M, there exists an open neighborhood N of P such 
that f(!-I(N) is a collection of open sets of M', each 
mapped diffeomorphically onto N by f(!. Choose 
some fixed point Po of M, and let C be the set 

C == {P, yiP is a point of M, 

y is a curve from P to Po}. 

If (P, y) and (PI, y') are elements of C, we write 
(P, y) :::::i (PI, y') if P = P', and y and y' are homo­
topic. 20 Then :::::i is an equivalence relation in C, and 
the equivalence classes define the points of the uni­
versal covering manifoldl9 of M. 

As an example of these two concepts, consider the 
2-torus (Fig. 1). Points of the torus are labeled by the 
two angular coordinates () and 4>. Three examples of 
covering manifolds for the torus are shown in the 
figure, the last being the universal covering manifold. 

From the definition, it is obvious that any tensor 
field residing on M determines uniquely a correspond­
ing tensor field on any covering manifold M'. In 
particular, if M has a metric, then M' is assigned a 
unique metric. 

Four elementary properties of the universal 
covering manifold should be mentioned. 

(1) The universal covering manifolds resulting from 
two different choices of the initial point Po are identical 
(i.e., diffeomorphic).19 

20 See, for example, A. H. Wallace, Algebraic Topology (Pergamon 
Press, inc., New York, 1963), p. 63. 
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(2) The universal covering manifold is simply 
connected.19 

(3) Every covering manifold of M is covered by 
the universal covering manifold of M.19 (That is, the 
universal covering manifold is the "largest" covering 
manifold.) 

(4) Let M be a geometry, and M' be its universal 
covering manifold. We obtain from the covering a 
unique metric on M'. Then M' is isochronous.21 

Before discussing other covering manifolds, it is 
convenient to point out certain additional properties 
of the universal covering manifold in the presence 
of other structures on the manifold. We mention one 
property that the universal covering manifold does, 
and one property that it does not, have. 

Let M be a geometry. Suppose in M we have a 
spacelike 3-surface S which is complete, i.e., S does 
not have any boundary points in M. In the universal 
covering manifold, M', of M, we may identify a 
corresponding surface S'.22 Now, it is possible in 
general for some timelike curve in M to intersect S 
more than once, but in M' no timelike curve can 
intersect S' more than once. The proof is not difficult. 
Suppose that, for purposes of contradiction, there 
were in M' a timelike curve y whose endpoints are 
the points P and P' of S'. We may assume without 
loss of generality that y intersects S' only at P and 
P'. S' is two sided (i.e., a continuous choice of the 
forward light cone can be made on S'), since M' is 
isochronous. Consider a second curve y which also 
begins at P, ends at P', and in addition coincides with 
y in a finite neighborhood of P and P'. We construct 
y as follows: y begins at P, coincides with y along a 
finite stretch, and thereafter remains within a neigh­
borhood of S', staying always on the same side of S'. 
Then, at some point, y crosses S', and again stays 
within a neighborhood of S', but now remaining on 
the other side. Finally, y joins y near P', and coincides 
with y along the final stretch to P'. Now, y crosses 
S' just once. Since M' is simply connected, y can be 
continuously distorted into y, while always keeping 
fixed the finite stretches near P and P'. The impossi­
bility of this follows from the fact that on distortion 
the number of intersections of y with the complete 
surface S' must increase or decrease always by two, 
while y intersects S' but once. 

One might imagine that in general no closed time­
like curve can occur on the universal covering mani­
fold of a geometry M. (This is true in two dimensions.) 
That this is not the case in four dimensions is shown 

21 L. Markus, Ann. Math. 62,411 (1955). 
22 The image of S in M' may consist of several disjoint parts. 

Here and elsewhere, we choose anyone connected part to serve as S'. 

by an example. It is well known21 that a continuous 
nonzero vector field can be placed on the 3-sphere, 
S3. Hence, a signature (-, +, +) metric can be 
placed thereon. Define a geometry M by 

M == sa (above metric) X (- 00, + 00) (usual metric). 

M has a closed timelike curve (since by Theorem 3 
of Sec. I, there is one on S3). But M is simply con­
nected, and hence is its own universal covering mani­
fold. In particular, this universal covering manifold 
has a closed timelike curve. 

We now try to isolate certain of the above properties 
of the universal covering manifold by means of 
suitably selected covering manifolds. 

Let M be a given geometry. Choose any point Po 
of M, and define, as before, 

C == {P, yiP a point of M, 

y is any curve from P to Po}. 

Now, consider the equivalence relation: (P, y) R:! 

(P', y') if P = P', and if a timelike vector, when con­
tinuously transferred from Po to P along y and back 
to Po along y', does not reverse its time direction. 
The equivalence classes define a new covering mani­
fold, which we call the Lorentz covering manifold 
of M. It is easy to verify that it has the following 
properties. 

(1) The Lorentz covering manifold is isochronous. 
(2) If M is isochronous, its Lorentz covering mani­

fold is M itself. 
(3) Any covering manifold of M which is iso­

chronous covers the Lorentz covering manifold of 
M. (Thus, the Lorentz covering manifold is the 
"smallest" isochronous covering manifold.) 

Next, suppose we have an isochronous geometry 
M, and that in M we have a complete spacelike 
surface S. Choose a point Po of M and define the 
set C as above. We now assign an integer, the index, 
to each element of C as follows. Each time y crosses 
or meets S going forward in time, assign the integer 
+ 1, and each time going backward, assign a-I. 
Add the + 1 's and -1 's to obtain the index of the 
curve y. Consider now the equivalence relation in C: 
(P, y) R:! (P', y') if P = P' and y and y' have the same 
index. The equivalence classes define the covering 
manifold of M relative to S. It has the properties: 

(1) If S is a complete surface in the geometry M, 
and S' is a corresponding22 surface in the relative 
covering manifold M', then no timelike curve in M' 
intersects S' more than once. 

(2) Let M" be another covering manifold of M 
having the property that no curve in M" meets S" 
exactly twice, once from each side of S". Then M" 
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covers the relative covering manifold of M. (That is, 
the relative covering manifold is the "smallest" 
covering manifold embodying the other important 
property of the universal covering manifold.) 

The relative covering manifold may also be charac­
terized by the property that it is the smallest covering 
manifold which is divided into two disjoint parts by 
the surface S'. 

The importance of covering manifolds in the study 
of singularities stems from the fact that a geometry 
M has a singularity23 if and only if there is a singularity 
in every covering manifold of M. The technique,24 then, 
is to apply the various theorems about singularities not 
to the geometry M, but rather to one of its covering 
manifolds. One is thus able to weaken the hypotheses 
of many of the singularity theorems. 

More specifically, consider those theorems25 which 
contain in their hypotheses, among other conditions, 
the requirements that the geometry M: 

(1) be isochronous, 
(2) has a complete spacelike surface S, 
(3) has the property that no timelike curve inter-

sects S more than once. 
As we have seen, the universal covering manifold of 
a geometry M automatically satisfies conditions (1) 
and (3), even if M does not. There remains, therefore, 

• 3 C. W. Misner, J. Math. Phys. 4,924 (1963). 
24 S. Hawking, Phys. Rev. Letters 15, 689 (1965) . 
•• R. Penrose, Phys. Rev. Letters 14, 57 (1965), S. Hawking, Proc. 

Roy. Soc. (London) A294, 511 (1966); A295, 490 (1966). 

the investigation of the conditions under which the 
other hypotheses [besides (1) and (3)] of each singu­
larity theorem are passed from the geometry M to 
its universal covering manifold. This question has 
been investigated by Hawking24 for the case in which 
S is not required to be compact. 

But when26 S is required to be compact (the "closed 
universe" theorems), a difficulty arises. This is the 
difficulty that the compactness of S is not in general 
passed to the universal covering manifold of M. How­
ever, if S is two-sided, its compactness is preserved 
under (a) the passage to the Lorentz covering mani­
fold, and then (b) the passage to the relative covering 
manifold. In short, the two covering manifolds de­
fined here can be used to weaken the hypotheses of 
even the theorems about singularities in closed uni­
verses. A case by case analysis of these theorems is 
not attempted here. 
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It is shown that, f~>r calculating ch~racters of double representations of space groups, the same methods 
can ~e use? as for smgle representatIOns. Two methods are reviewed: the ray representation method and 
the mductIOn method. Examples are presented for both methods. 

I. INTRODUCTION 

GROUP-THEORETICAL treatment of problems 
in solids requires the knowledge of irreducible 

representations of space groups. When the spin of the 
electron is not taken into account it is sufficient to 
know single representations of the space groups.! 
However, when problems involve spin (like spin-orbit 
coupling), the representations, according to which the 
classification of states and energy levels in crystals is 
carried out, are the double representations of space 
groups.2 

A very simple method exists for finding irreducible 
representations3 (both single and double) of sym­
morphic space groups.! According to this method, the 
matrix Dk( {oc I a}) of an irreducible representation for 
a space group element {oc I a} is given as 

Dk({OC I a}) = exp (ik . a)D(oc), (1) 

where D(oc) is the matrix of an irreducible representa­
tion of the point group of the group of k. Relation (1) 
gives all the irreducible representations Dk({OC I a}) 
(both single and double) of the group of k from all 
the irreducible representations D(oc) (single and double 
correspondingly) of the point group of the group of 
k. The same relation (1) holds also in the case of 
nonsymmorphic space groups for symmetry points 
k inside the Brillouin zone.! This simple prescription 
does not hold for points k on the surface of the 
Brillouin zone in nonsymmorphic space groups. 
Many methods have been suggested4 - s to find the 
irreducible representations of single nonsymmorphic 
space groups for symmetry points k on the surface of 

1 G. F. Koster, in Solid State Physics, F. Seitz and D. Turnbull, 
Eds. (Academic Press, Inc., New York, 1957), Vol. 5. 

2 R. J. Elliott, Phys. Rev. 96, 280 (1954). 
3 All through this work we have in mind representations of groups 

of k for symmetry points in the Brillouin zone (See Ref. I). 
4 C. Herring, J. Franklin Inst. 233, 525 (1942). 
5 W. Doring, Z. Naturforsch. 14a, 343 (1959). 
• T. Sugita and E. Yamaka, Nippon Telegraph and Telephone, 

ECL Rept. 2, 24 (1954). 
7 J. Zak, J. Math. Phys. 1, 165 (1960). 
8 O. V. Kovalev, Irreducible Representations of Space Groups 

(Izdatel'stuo Akademii Nauk Ukrainiskoj SSR, Kiev, 1961). 

the Brillouin zone. We describe two which seem to be 
very general. The one due to Zak7 •9 employs Seitz's 
fundamental observation about the solvability of 
space groups and the corresponding methods devel­
oped by Schur.!O The other method due to Doring5 is 
based on the observation that the representations of 
the group of the vector k are simply connected to ray 
representations of the associated point group. Doring 
finds the ray representations of all point groups and 
from there on the work is quite simple and easy. In 
this paper we prove that both of these methods are 
applicable to double representations as well. It seemed 
appropriate to do this since much confusion (Rudra,ll 
Kitz!2) and inaccuracy (KovalevS) prevail in recent 
publications. 

In the paper by Kitz,12 the author finds the ray 
representations of double point groups and shows 
how to use them to construct representations of double 
space groups. Apart from the fact that this was done 
before,13 such an approach is very confusing from the 
physical point of view. It is well known that a double 
point group is a ray representation of a single point 
group, and therefore a ray representation of a double 
point group means a ray representation of a ray 
representation of a single point group. Therefore, the 
mentioned method!2.13 does not reflect the physical 
nature of double groups as ray representations of 
single groups, and in this paper we show that there is 
no need for ray representations of double point groups 
in constructing irreducible representations of double 
space groups. In Kovalev's bookS all the irreducible 
representations (both single and double) of space 
groups are listed. It turns out, however,14 that there 
are many mistakes in Kovalev's tables. 

In Sec. II we give a review of both Doring's5 and 

9 J. Zak, Ph.D. thesis, Technion. Israel Institute of Technology 
(1960). 

10 I. Schur Sitz. Preuss. Akad. 164 (1906). 
11 P. Rudra, J. Math. Phys. 6, 1273 (1965). 
12 A. Kitz, Phys. Stat. Sol. 8, 813 (1965). 
13 I. B. Levinson, Tr. Akad. Nauk Lit. SSR B4(27), 3 (1961). 
14 The~e is a book on character tables of space groups under 

preparatIOn by A. Casher, M. Gliick, Y. Gur, and J. Zak. 
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Zak's7.9 methods and show how they are used to find 
irreducible representations of double space groups. 
In Sec. III examples are given for the groups P 
and T;. 

II. METHODS FOR FINDING IRREDUCIBLE 
REPRESENTATIONS OF DOUBLE 

SPACE GROUPS 

1. Use of Ray Representations 

For single space groups, this method was developed 
by Doring.5 Let Gk , the group of the vector k, be 
given by 

Gk = {€ I O}H + {R 2 1 a2}H + ... + {Rn I an}H, 

(1 a) 

where H is the pure translation group and {Ri I a i } 

are the "representative elements"1.7 of Gk-€ denotes 
the unit elements of the point group Ok ={ €, R l , ..• , 

Rn}. The matrices representing the translations 
{€ I t n} are scalar and given by D{ € I tn} = exp (ik . tn)!· 
The problem is to find the matrices representing the 
elements {Ri I aJ. These elements satisfy 

{Ri I 8i}{Rj I 8j} = {Rk I ak + tkij } = {€ I tkij}{Rk 18k}; 
(2) 

hence, 

D{Ri I ai}D{Rj I a j } = D{€ I tkij}D{Rk I ak } 

= exp Uk· tkij)D{Rk 18k}' (3) 

There is a one-to-one correspondence between the 
representative elements {Ri I 8 i } and their point parts 
Ri • We can therefore write (3) in the abbreviated form 

D(Ri)D(R;) = exp (ik • tki;)D(Rk), (3a) 
where 

(4) 
and 

(5) 

The matrices D{Ri I a i } = D(Ri) therefore constitute 
a ray5 representation of Ok with phases wR;.R; given by 

wR;,Ri = exp (ik . tkij)' (6) 

As is well known (Ref. 15, Chap. 12), a ray representa­
tion is defined by equations of the form 

(7) 

where A denotes the factor system and Ii the corre­
sponding ray representations. The possible w().)'s are 
restricted by the following conditions: 

W().) w U ) = w().) w().) 
R;.R; R/Ri.Rk R;.RiRk R;.Rk· (8) 

It is obvious that the w's defined by (6) obey these 

15 M. Hamermesh, Group Theory and Its Application to Physical 
Problems (Addison-Wesley Publishing Company, Inc., New York, 
1962). 

restrictions. Hence they belong to some factor system 
A. To find this A one must find a set of coefficients 
C R; satisfying 

W~:.R; = WRi.R;C RiC R;iC RiR ;' (9) 

In this set the wR;.R; are given by Eq. (6) and the 
W~~.R; in tables giving the ray representations of the 
point groups.5 These equations may be solved for only 
one definite A (they are n2 equations for only n C's), 
whi.::h must be found by a (finite) number of trials. 
Having found A and the C's, one can now write down 
the matrices D{Ri I aJ == D(R i ); 

D(/l){R i I a i } = (CR)-l D()"/"(R i ) (10) 

or the characters X{Ri I ai } == X(RJ, 

X(/l){R i I aJ = (CRT l x().·I')(R i )· (11) 

Reliable tables of X(i.· Il )(RJ may be found in Ref. 5. 
In physical application, one is often interested only 
in characters. However, when the matrices themselves 
are desired one should consult a tablel6 of D().·I')'s. 

Let us now treat double representations. The 
methodl7 is the same as before, but Eqs. (3) and (3a) 
should be replaced by 

D(Ri)D(Rj) = ± exp (ik • tkij)D(Rk)' (12) 

The sign is determined by 

(13) 
Here 

U(Ri) = cos tOi - sin (tOi)a • n i , (14) 

where nj is a standard unit vector along the axis of 
rotation of R i , Oi is the corresponding angle of rota­
tion (counterclockwise), 0 ::::;; Oi ::::;; 27T, and 0' stands 
for the Pauli matrices, 

0'", = (0 1), 0'11 = (~ -i), 0'. = (1 0). 
1 0 I 0 0 -1 

It should be noted that each point element of Ok is 
either a pure rotation or consists of a rotation 
followed by inversion. As inversion does not affect 
the spin degrees of freedom (Ref. 18, p. 238), our 
prescription for the signs [Eqs. (13) and (18)] depends 
only on the rotational part. The rest of the analysis is 
exactly as before. The method of calculation is also 
exactly as before, and we demonstrate it in Sec. III. 

2. Induction Method 

An alternative method for constructing irreducible 
representations of nonsymmorphic space groups was 

16 A. C. Hurley, Phil. Trans. Roy. Soc. London A260, 1 (1966). 
17 M. Gliick, M.Sc. thesis, Israel Institute of Technology (1963). 
18 E. P. Wigner, Group Theory and its Applications to the 

Quantum Mechanics of Atomic Spectra (Academic Press Inc., New 
York, 1959). 
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described by Zak. 7 We show here that this method 
is applicable to double space groups as well. To do 
this we give a summary of this method,1 whose 
applicability· to double groups is obvious. Let 
Gk be the group of vector k, and assume it is 
nonsymmorphic. Since each space group has an 
invariant subgroup of index 2 or 3, this can be said 
also about Gk. Denote by Hk an invariant subgroup 
of index 2 or 3 of the group Gk. Hk can be either 
symmorphic or nonsymmorphic. If it is symmorphic 
we know how to find its irreducible representations 
(both sing~e and double), and the method which we 
describe below enables us to construct the irreducible 
representations of Gk from those of Hk. If Hk is 
nonsymmorphic then we look for its invariant sub­
group of index 2 or 3. We repeat this process until we 
finally come to an invariant subgroup of index 2 or 
3 which is symmorphic. We know how to find its 
representations, and then step by step, using the 
method described below, we find the representations 
of Gk • Assume now that Hk is a symmorphic invariant 
subgroup of Gk of index 2 or 3, and let Yl' Y2' ... , Yl 
be all the irreducible representations of Hk (both 
single and double). Gk can be divided into cosets (la): 

Gk = Z {Ri I ai}Hk , 
i 

where the summation is a direct one and i takes the 
values 0, 1 or 0, I, 2, depending on whether Hk is of 
index 2 or 3. Take a representation Y of Hk , where 
a matrix D({R" I ah}) corresponds to the element 
{Rh I ah}, and define a conjugate representation y, 
where the matrix D({Ri I ai}-I{Rh I ahHRi I ai}) corre­
sponds to the element {Rh I ah}. All the representations 
of Hk can be divided into a set of pairs (or triads) of 
conjugate nonequivalent representations, and a set 
of self-conjugate representations7 (y is called self­
conjugate -if Y and yare equivalent). Each set of pairs 
(or triads) of conjugate representation of Hk induces 
one irreducible representation of Gk • Each self­
conjugate representation of Hk induces 2 or 3 (de­
pending whether Hk is invariant of index 2 or 3) 
irreducible representations of the group Gk • This 
procedure is true for any finite group containing a 
subgroup of index 2 or 3, and it is therefore true for 
both single and double space groups. We can therefore 
use the formulas (7), (13), (14), and (15) of Ref. 
7 to derive characters of irreducible representations 
of double space groups. 

It is worth mentioning that formulas (13) and (15) 
of Ref. 7 hold when it is possible to associate with an 
element of G, which does not belong to H, a scalar 
matrix. Otherwise one has to find the matrix that 

corresponds to the element of G (that does not 
belong to II) and use the multiplication rules of the 
group G.17 This case is usually more complicated, but 
it is just a matter of simple algebra to find the charac­
ters of the representations of G. We demonstrate it by 
an example in Sec. III. 

III. EXAMPLES 

In this section we calculate characters of representa­
tions of double groups P and T; . For the first of these, 
we calculate the characters of the representations for 
the point H[0(27T/a)O] by using ray representations. 
For group T; we calculate characters of the representa­
tions at the point X[O(7T/a)O] by the method of induc­
tion. 

Let us start with point H for the group P. The 
symmetry element for this point is 

(eIOOO), (C:YZ I 000), (C~"'YZ I 0 ° 0), 

(C
IYZ 

\ ° ~~) 3 22' (C"'YZ \ ~ O~) 
3 2 2' (CXYZ 

\ ~ Eo) 
3 22 ' 

(d IYZ I ~ 0 ~), (dXYZI~~o), ( C
2XYi 

\ ~ ~ ° ) 3 22 ' 

(cx I ~ ~o) 
2 22 ' (c y I 0 ~~) 

2 22' (c~ I ~ o~). 
Let us choose as generating elements: 

a= ( C
Z I ~ 0 ~) b = (c~ I ~ ~ 0) 
2 22 ' - 22 ' 

c = (c;YZI 000). 

They satisfy the following relations: 

a2 = (e I 00 a), 

b2 = (e I a 0 0), 

c3 = (e I 000), 

ba = (e I a a -a)ab, 

ea = be, 

abc = (e I 0 -a O)cb. 

The matrice:> A, B, C corresponding to the generating 
elements satisfy the relations 

A2 = - E, B2 = - E, C3 = - E, 

BA = -AB, CA = BC, ABC = CB. 

By comparing with Doring's tables5 for the point 
group T we find that oc = -1. We therefore get the 
following table for the representations of the double 
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group P at the point H[O(21Tja)O]. 

e 3U 4C3 

1 1 
1 
1 1 
3 -1 o 

w = exp i1Ti 
2 0 
2 0 
2 0 

4C: 

1 
w2 

W 

o 

-1 
-w2 

-w 

Let us now calculate the characters for point 
X[O(1Tja)O] of the group T; by the induction method.' 
The symmetry elements are 

e 

We can write 

C'Y 
2 

Gx=H+ (11~~~)H' 

C' 2 

where H consists of the first four elements. We know 
the representations of H. There is only one two­
dimensional representation of the double group (in 
addition to the single representations). 

The one-dimensional representations are single ones. 
To the elements 

e, q, q, q 
matrices with a minus sign correspond in the two-

dimensional representation. To find the representa­
tions of Gx , we construct conjugate (or self-conjugate) 
representations by means of the elements 

(11~~~): 
(I I ~ ~ ~rlC~(11 ~ ~~) = (q lOa a), 

(11~~~rc~el~~~) =(qlaOa), 

(11~~~rlC~(II~~~) =(C~laaO). (15) 

As is easily seen, the first and second, and also the 
third an~ fourth representations are conjugate in 
pairs, and the two-dimensional representation is 
self-conjugate. The matrix that corresponds to 

in the two-dimensional representation is [as follows 
from (15)] 

(16) 

The characters of the representations of T; for point 
X[O(1Tja)O] are therefore the following. 

The last two representations are additional ones for 
the double group. 

Note added in Proof: The basic idea behind our 
Sec. 11 is also implicitly stated in a paper by M. V. 
Murphy, J. Math. Phys. 7, 853 (1966), Sec. 5. 



                                                                                                                                    

JOURNAL OF MATHEMATICAL PHYSICS VOLUME 8, NUMBER 4 APRIL 19'67 

Expansion Theorem for the Linearized Fokker-Planck Equation 
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(Received 22 December 1965) 

The linearized Fokker-Planck kinetic equation for each component of a homogeneous, nondegenerate, 
fully ionized plasma is separated by means of a spherical harmonic expansion into an infinite set of 
singular integro-differential equations. Each equation is shown to generate a continuous set of eigen­
functions, for which asymptotic high-speed forms are found. By extending the theory of singular differ­
ential equations an expansion formula is developed, which is shown to be complete with respect to 
functions square integrable in velocity space. 

INTRODUCTION 

THE Fokker-Planck kinetic equation may be used 
to describe the temporal behavior of a homogene­

ous, nondegenerate, fully ionized plasma.1- 3 The 
Fokker-Planck equation has been derived by several 
authors (see e.g., the discussion in Robinson and 
Bernstein3), starting with various levels of sophisti­
cation in kinetic theory. Whatever the starting point, 
the results are essentially the same. 2•3 For our pur­
poses, it is convenient to write the Fokker-Planck 
equation in the form2,3 

Here Fa(v, t) d3v is the expected number of particles of 
kind a in the velocity space volume element d3v about 
vat time t, 

where r ab is a positive constant, g = v - v', and I is 
the unit dyadic. We denote by F; the function Flv', t). 

It is not difficult to show2 that aFalal = 0 if and 
only if Fa and Fb are the equilibrium, or Maxwell, 
distributions Fao , FbO ' In the vicinity of equilibrium 
we may write Fj = Fjo[l + h(v, I)]. Neglecting terms 
quadratic in h we then obtain from (1) the linear 
equation 

F af" = ~ ~ .fd3V'F' F (Of a _ ma Of~) • Q . 
aO ° £., ° bO aO ° ::l , ab t b V V mb uV 

(2) 

• Present address: The Battelle Development Corporation, 
Columbus, Ohio. 

1 M. Rosenbluth, W. M. MacDonald and D. L. Judd, Phys. Rev. 
107, I (1957). 

2 D. C. Montgomery and D. A. Tidman, Plasma Kinetic Theory 
(McGraw-Hill Book Company, Inc., New York, 1964), Chaps. 2 
and 3. 

3 B. B. Robinson and 1. B. Bernstein, Ann. Phys. (N.Y.) 18, 110 
(1962). 

We refer to the quantity Fjoh as the perturbation from 
equilibrium, 

Equation (2) as it stands is in fact a pair of coupled 
equations for fa and fb' Due to the quite small value 
of the electron-ion mass ratio, the equations however 
are only very weakly coupled. Thus, for example, the 
effect of the ion perturbation on the electron pertur­
bation is small when compared with the effect of the 
ions and electrons in the unperturbed equilibrium 
distributions. 

In the following we consider the equation for the 
ions. The treatment of the electron equation is quite 
similar, and the modifications necessary for this case 
are indicated later (Sec. V). In the approximation 
mi» me it can be shown3 that the ions act like a single 
component gas. In this case Eq. (2) becomes, for the 
IOns, 

F ofi = ~ .fdVF' F. (OJ; _ Of:) • Q ... (3) 
,0 at ov ,0 ,0 ov av' " 

Our purpose here is to develop an expansion 
theorem based on (3). We follow the standard method 
of assuming solutions to (3) of the form fey, I) = 
giv) exp (-At). This reduces (3) to the form 
L(v)g;.(v) = -Ag;.(V), where L is a three-dimensional 
integro-differential operator. In Sec. I we show that 
(3) requires Re A> 0 and 1m A = 0 as we would 
expect physically. In Sec. II, we introduce a spherical 
harmonic expansion which replaces the three-dimen­
sional equation by an infinite set of uncoupled equa­
tions, L1mg1m = -A1mg1m , where L1m(v) is a singular 
integro-differential operator. These are cast into a 
self-adjoint form in Sec. III by introducing a suitable 
algebraic transformation on the functions glm(V, AIm). 
With boundary conditions obtained by combining (3) 
with the conservation laws, we proceed to find the 
eigenvalue spectrum which is continuous and for 
I = 0, 1 consists of all A ~ 0 and for I ~ 2 consists 
of all A > O. 

791 
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The expansion theorem is developed in Sec. IV. 
(Although the spectral resolution theorem implies the 
existence of an expansion theorem for self-adjoint 
operators, there remains the nontrivial task of con­
structing the expansion explicitly.) Since LIm is 
singular at v = 0 and v ~ 00, we temporarily replace 
the interval 0 ~ v < 00 by the interval 0 < VI ~ 
V ~ V2 < 00 and show that LIm generates a complete 
orthonormal set on this interval. To return to the 
original interval and thus obtain the desired expansion 
theorem, we use the above completeness property 
together with an extension of the theory of singular 
differential equations. This finally yields a set of 
functions {'¥lm(V, AIm)} that is complete with respect 
to functions square integrable in velocity space. Since 
the spectrum is continuous, the expansion has the 
form of a generalized Fourier integral. For v» 
(3kT/m;)! we have found asymptotic forms of the 
expansion functioris. 

I. PROPERTIES OF THE KINETIC EQUATION 

For convenience we drop the s'ubscript "i" from 
FOi and /;. Iff satisfies the conditions 

lim vf = 0, lim Fo of = 0, (4) 
v-+O v-+oo av 

it is possible to show that the linear kinetic equation 
(3) conserves number, momentum, and kinetic energy 
densities. 

Introducingf(v, t) = g;.(v) exp (-At) in (3), we find 

-AF g = ~ .Jd3V'F F' (Og .. _ Ogl) . Q. (5) 
0.. ov 0 0 OV OV' 

Multiplying (5) by gr, where * denotes complex 
conjugate, and then integrating over v we have, after 
integrating by parts, 

A J d3VFO Ig .. 12 = J d3
v o:! J dVFoF~(Oo~" - ~~~) . Q 

-Jd3V ~. g1JdVFoF~(Og .. - Ogl) . Q. (6) 
OV OV OV' 

The second term on the right in (6) vanishes provided 
g .. satisfies the second of conditions (4) and 

lim v!g;.(v) = O. 
v-+o (7) 

Assuming these conditions hold, we exchange v and 
Vi in (6), noting that Q(v, Vi) = Q(V', v). We add the 
result to (6), obtaining 

2A J d3VFO Ig .. 12 

=fJd3V dVFoF~(og1 _ Og~*) • Q. (Og .. _ Og~). 
OV ov' OV ov' 

(8) 

Since Q is a positive quadratic form, it follows that 
the right side of (8) is positive or zero. Hence Re A ;;;:: 0, 
and clearly 1m A = O. 

Employing standard methods4 we can find from 
(8) the most general form of g .. when A = 0; 

go(v) = a1v2 + a2 • v + a3' 

with aI' a2 , and a3 arbitrary constants. 

(9) 

ll. EXPANSION IN SPHERICAL HARMONICS 

From (5) we have 

-AFog .. = .E..-. (Fo og ... JdVF~Q) 
OV OV 

- ~. (F JdVF I ogl. Q). (5) 
OV 0 0 ov' 

To perform a parts integration on the second term, 
consider the quantity 

..£.. . (F~gl Q) = F~gl..£.. . Q 
ov' ov' 

+ F' og~ • Q + I oF~ . Q. (10) 
o ov' g .. ov' 

With Fo = NoCrx;/rr)f exp (-lXiV2), IX; = m;/2kT, we 
have OF~/OV' = -21X/ F~. Also Vi. Q = V· Q, so 
(10) gives 

J
dVE' ogl. Q =JdV..£... (F'glQ) 

o ov' ov' 0 

-Jd3
V'Fl g l ~. Q + 2 ~ .Jd3V'Fl gI Q (11) 

o .. ov' ov 0..' 

The first term on the right in (11) vanishes if g .. 
satisfies (4). Using the relations 

Q = r ii O~2~V' O~,· Q = -2rii :v(;) , 
and introducing a dimensionless time T and dimen­
sionless velocity c in (3), 

T( = Ti ) = 4rrN Orii(lX;/rr)!t, c = IXlv, 

the kinetic equation takes the form 

• Reference 2, p. 85. 

(12) 
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The time T is measured in units of the "Spitzer self­
collision time,"5 and C = Icl is in units of the rms 
thermal speed. 

Equation (12), in three dimensions, may be replaced 
by a set of uncoupled equations in one dimension by 
introducing the spherical harmonic expansion 

00 I 

g).(c) =! ! glm(C, Alm)Y;"(O, c/». 
1=0 m=-l 

We find (see Appendix A) 

fd3c'e- C"g' Ic - c'1-1 = "" ~ ymR 
A 1;;'21 + 1 11m' 

(13) 

d c'e-c g' Ic - c'l = --- ymS f 3 " ! 47T 

A l.m412 -1 11m' 
(14) 

f d3e'e-c"lc - c'l = 47TT, (15) 

where 

with 

erf(e) == 27T-t foCdX exp (_X2
). 

The expressions for Rim and Slm were found by 
Rosenbluth et al., l using a different method, for the 
axially symmetric case m = O. 

Combining (12)-(15) we find 

=! -. e-c 
- (Yl glm)'--o ( • 0 m 02T) 

l.m OC OC ococ 

"" _2_ ~. (e-c' ~ (ymR )) 
- t;;' 21 + 1 oc OC I 1m 

2 0 (-c' 0
2 

m ) -1~412 _ 1 oc· ce . OCOC (Yl Slm) . (16) 

Since T(e) is isotropic we can write 

02T/ococ = ececT" + (I - ecec)c-1T', 

where primes now denote total differentiation with 
respect to e. Performing the indicated angular differ­
entiations in (16) and then employing the orthogonality 

5 L. Spitzer, Jr., Physics of Fully Ionized Gases (Interscience 
Publishers, Inc., New York, 1962), 2nd ed., pp. 132-136. 

property of the spherical harmonics, we obtain the 
"radial" equation 

-A = T" d
2
g

1m + [Tiff + (~- 2 ) T"] lmglm d 2 e 
e c 

dg lm 1(1 + 1) T' 
x -d - 3 glm 

e C 

- _2_ [R" + (~_ 2C)R' - 1(1 + 1) R ] 
21 + 1 1m e 1m e2 1m 

__ 2_ (CS Iff + (3 _ 2e2)S" 
412 _ 1 1m 1m 

_ 1(1 + 1) (S' _ S )) 
2 e 1m 1m' 

e 
(17) 

The index m is clearly superfluous and is deleted in 
the following. Performing the primed differentiations 
in (17) we find 

( 
! 1 )d2 

• 7T ~ ~ -AlgI = -erf(e) - -e- -
4e3 2e2 de2 

+ [(_1 + ~)e-c' _ (1. + ~)7T! erf (e)] dg l 

2e3 e e4 e2 4 de 

+ e - -'----'-[2 -c' t(l + 1) 

e3 

X <4
1
e e-

c
' + (1 - 2~2) :* erf(e) ]gl 

+ de'e c g (e') 4c
3
(1 + 1)(1 + 2)1C _ ,.(e')1+4 

(21 + 1)(21 + 3) 0 -;; I 

_ ~(1 + e2
1(l- 0) 

21 + 1 21 - 1 

(C " (e')1+2 
X Jo de'e- c 

-;; glee') 

_ 4e
3
1(l - 1) (00 dc' e-c" (~)1-3 (e') 

412 - 1 Jc e' gl 

_ ~(1 _ e\l + 1)(1 + 2)) 
21 + 1 21 + 3 

(00 ,.(e)l-l 
X Jc de'e- c ~ glee'). (18) 

For boundary conditions we use conditions (4), 
which were obtained from the conservation laws. 
Although (7) is stronger than the first of conditions 
(4), we see below that the solutions of (18) which 
satisfy (4) also satisfy (7). 

III. THE SPECTRUM 

If we introduce the transformation 

g/(e, AI) = e-l eC
'/

2tpl(e, AI), (19) 
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we obtain from (18) the formally self-adjoint equation 

~(p d"P!) + (Q! + A!)"P! + roo dc' K!(c, c')"P!(c') = 0, 
dc dc Jo 

(20) 
with 

7T! 1· 
P(c) = - erf(c) - - e-c 

, 
4c3 2c2 

Q (c) = (1_ !)7T! erf(c) + (2 _1.. _ !)e-c' 
! CO c 4 2 2c4 c2 

_1(1 + 1)["!'e-c" + (l_--L)7Tl
erf (c)], 

c3 4c 2c2 4 

K(c c') = _4_ e-!(c'+c .• )[(1 + 1)(1 + 2)(C3
) 

!, 21 + 1 21 + 3 C'3 

_ (C) _ 1(1 + 1) (CC'2)] [(CjC'Y](C s c'). 
c' 21 - 1 c'c2 (c'jcY (c' s c) 

Transforming (4) via (19), we have 

I· -c'/2 d"Pl 0 Ime - = , 
C"'oo dc 

lim "PI = O. 
C-+o 

(21) 

(22) 

We later show (Appendix B) that the problem (20)­
(22) is self-adjoint. 

The spectrum of (20) is that set of numbers {AI} 
such that (20) has nontrivial solutions which satisfy 
(21) and (22). In view of the self-adjoint property the 
Al are real. We have already seen that A! must be 
positive for I ~ 2, and positive or zero for / = 0, 1. 

We can find the spectrum of (20) by first considering 
the related problem 

(djdc)[P(dyddc)] + (Ql + AI)y! = 0 (23) 

with conditions on the functions Ylc) identical to 
(21) and (22). Clearly P, dPjdc, and Ql are bounded 
and continuous for all finite e except possibly near 
e = O. For e« 1 we have 

Pee) = 1 - i-e2 + O(c4
), 

QzCc) = V + O(e2
) - 1(1 + 1) (~ - ..!. + O(C2»). 

3c 15 
In general we can write 

Pee) = --L rCdx(e-x ' _ e-c") 

2c3 Jo 
and thus Pee) > 0 for all e < 00. It follows that for 
I :;i: 0, (23) has a regular singular point at e = O. 

For e small, (23) has the asymptotic solutions 

Yl(e) f"OoJ cHI, e- I (e« 1). (24) 

The first of these satisfies (22) for alii. It also satisfies 

the stronger condition obtained from (7), 

lim (e -4- O)e-!Yl(e) = O. 

The second solution satisfies neither condition. This 
is clear for I :;i: O. For I = 0, the second solution is 
a constant which cannot be zero since the solutions 
(24) are linearly independent. 

For e sufficiently large and for Al :;i: 0, (23) takes 
the asymptotic form 

d
2
Yl _ ~ dYI + 4AI~3 YI = 0 (c large, Al :;i: 0). 

de2 e de 7T~ 

We find (AI> 0) 

Yl(e) ~ Ale! cos (vle i - Yl), (25) 

with VI == 4AtJ57T1. 
Given I and AI' Eq. (23) has only one solution 

which satisfies the condition at e = O. This solution 
thus contains only one arbitrary constant and it follows 
that Al and YI in (25) are not independent. Whatever 
the relation between Al and Al is, (25) satisfies (21) 
for all positive YI. Hence the spectrum of (20) contains 
all positive AI. 

To determine the spectrum of the problem in 
Eqs. (20)-(22), we first note that the solutions of the 
problem in Eqs. (21)-(23) do not exist in Hilbert 
space; hence we must introduce a transformation 
in order to apply a Hilbert space theorem. We 
recognize the symmetric differential and integral 
operators in (20) as, respectively, closed and com­
pletely continuous operators. It is possible to introduce 
an algebraic transformation on (20) such that the 
respective closed and completely continuous pro­
perties are retained, while the solutions of the trans­
formed problem in Eqs (21)-(23) now do exist in 
Hilbert space. Since the transformation has destroyed 
the symmetry of the problem, we employ a recent 
extension6 of Weyl's perturbation theorem which 
applies to asymmetric linear operators. This extension 
states that6 the addition of a completely continuous 
operator to a closed operator does not change the 
limit points of the spectrum of the closed operator. 
With our knowledge of the spectral properties of 
Eqs. (21)-(23) and in view of the symmetry ofEq. (20), 
it now follows that the spectrum of each 1- component 
of the linearized Fokker-Planck equation contains all 
positive real AI'; we showed earlier that the spectrum 
is empty for Al < O. 

For I = 0 and 1 = 1 we found, respectively, two­
fold and three-fold degenerate zero eigenvalues, cor­
responding to a shift to an equilibrium different from 

• I. M. Glazman, Direct Methods of Qualitative Spectral Analysis 
of Singular Differential Operators (Daniel Davey & Co., New York, 
1966). 
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that originally postulated. For 1 ~ 2 the eigenvalues 
are positive and real and are (21 + I)-fold degenerate, 
corresponding to the 21 + I different spherical 
harmonics of order I. 

IV. THE EXPANSION THEOREM 

With the spectral properties of the kinetic equation 
in hand, we can now proceed to the development of an 
expansion theorem based on (20). Our method is 
essentially an extension of the theory of singular 
ordinary differential equations, based on a theory 
due to Weyl and Levinson,7 to include singular 
integro-differential equations with Hilbert-Schmidt 
kernels. 

Since the eigenfunctions of the kinetic equation 
are bounded and continuous on every finite interval, 
it is natural to pursue an expansion formula for 
functions u(c) square integrable on the interval 
~: 0 ~ c < 00. As with the earlier theory we first 
establish an expansion formula on a finite subinterval 
b of ~, b: a ~ c ~ b, 0 < a, b < 00, so that the 
singularities of the linear operator are external to b. 
The expansion formula we seek is then obtained by 
taking b ---+ ~ in a suitable manner. In the following 
we mean by Lt. the integro-differential operator in 
(20) and by L~ the operator obtained when the lower 
and upper limits of the integral in (20) are replaced 
by a and b, respectively. In the following, the index 1 
is retained only where it is necessary to avoid 
confusion. 

We have already seen that P, P', and Qz are con­
tinuous on b, and that Kz(c, c') is bounded and 
integrable on the square a ~ c ~ b, a ~ c' ~ b. 
Tamarkin8 has shown that, subject to these conditions, 
the solutions of LocP = - AcP which satisfy homo­
geneous boundary conditions at c = a and c = b 
form a complete orthogonal and normalizable set of 
eigenfunctions (han) on b, with an associated denumer­
able sequence of real eigenvalues (Aon). Assuming the 
hon to be normalized, the expansion formula on b is 
thus 

(26) 

where u(c) is any function square integrable on b. 
We now use the Weyl-Levinson theory to take 

b ---+~. Since the subsequent development of the 
expansion theorem is in every respect a duplication 
of the earlier theory, we display only the salient 
features. 

7 E. A. Coddington and N. Levinson, Theory of Ordinary 
Differential Equations (McGraw-Hili Book Company, Inc., New 
York, 1955), Chap. 9. 

8 J. D. Tamarkin, Trans. Am. Math. Soc. 29,755 (1927). 

Given A, the most general solution of LocP = - AcP 
is a linear combination of the two linearly independent 
solutions, say cP1' cP2' Thus, we can write 

h~n(c, Aon) = ron1cP1(c, Aon) + ron2cPic, Aon), (27) 

where r~n1 and rOn2 are complex constants. With (27), 
(26) becomes 

00 2 fb 
u(c) = ~o j,~/onjr:nkcPj a dcu(c)cP:· (28) 

Following Levinson7 we define an Hermitian, 
positive semidefinite matrix Po, called the spectral 
matrix, with elements Pojk which consist of step 
functions with jumps at the eigenvalues Aon given by 

POjk()"~n + 0) - P~jk(),~n - 0) = r~njr:nk' 
Let p{,(A + 0) = p~(A), and let Po(O) be the zero 
matrix. We use the spectral matrix to replace the 
infinite series in (28) by a Lebesgue-Stieltjes integral 

(29) 

where 

ilk = fdCU(C)cP:(C, A). 

As b ---+ ~ (that is, a ---+ 0, b ---+ 00), Po approaches a 
limit matrix Pt.. To find Pt., let), = ft + iw, w > 0, 
and let Xa = cP1 + mi)')cP2 be a solution of L~cP = -AcP 
satisfying the homogeneous boundary condition 

cos IXx(a) + sin IXP(a)x'(a) = 0, 

and similarly let Xb = cP1 + mb(A)cP2 be a solution of 
the same equation satisfying 

cos {3X(b) + sin {3P(b)X'(b) = O. 

Clearly ma = r~n2(a)/ron1(a) and similarly for mb. As 
a ---+ 0 and b ---+ 00, ma and mb approach limiting 
values in the complex m plane denoted, respectively, 
by mo(A) and mooOl). These limiting values are clearly 
determined by the behavior of cP1 and cP2 for small 
and large c, for A complex. 

For cP1 and cP2 to be linearly independent, it is 
necessary and sufficient that their Wronskian equal 
a nonzero constant, say one; 

(30) 

This last is satisfied if cP1 and cP2 satisfy the conditions 

cP1(S, A) = sin a, cP2(S, A) = cos a, 

P(s)cP~(s, ),) = -cos a, P(s)cP~(s,),) = sin a, 

where s is an interior point of band 0 ~ a < 7T. 

These conditions are also sufficient to ensure that 
cP1' cP2 are entire functions of A for each fixed c on b 
(this follows from Tamarkin8). 
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With these properties secured, we can find7 the 
limit values mo and moo and hence the limit matrix 
P <1, whose elements are given by 

PMiA) - PMi'TJ) = lim! lJ.lm M ik(", + iw) d"" 
"' .... +07T q 

where 

M (') - M (') _ ! mo + moo 
12 1\ - 21 1\ - 2 ' 

M 22(A) = momoo 
mo - moo 

mo - moo 

(31) 

To find the Mik we need asymptotic forms of CP1 
and CP2 for large and small c. These are given by (24) 
and (25), as may be verified by direct substitution. 
Taking CP1' CP2 to be asymptotic, respectively, to c-l, 
CH1 for c small, we apply the homogeneous boundary 
condition to Xa and then take a ---+ 0 to find 

(l =;r!: 0), 

mo = -cot oc (l = 0). (32) 

Thus for I ::;I: 0 only M22 can have a nonzero imaginary 
part and, consequently, only CP2 contributes to the 
expansion formula (29). When I = 0 both solutions 
are regular at c = 0 and the limit matrix is not deter­
mined until we specify oc. The boundary condition 
(22) dictates the choice oc = O. 

For c large we take 

CP2 ,-...J Alc! cos (VlCi - Yl) (VI = 4Ar/57Tt, Al > 0) 

and find CP1 by integrating (30); 

-I. ,-...J _ 8c! sin [Vl(C! - c~)] 
'1'1- t i' 

57T Alvl cos (VlCO - Yl) 

where Co is a constant of integration. Applying the 
homogeneous boundary condition to Xb == CP1 + 
mb(A)CP2 and then taking b ---+ 00 with 1m A > 0 we find 

8i exp [i(vlc! - Yl)] 
moo = t 2 i . (33) 

57T Alvl cos (vICO - Yl) 

Combining (31)-(33) we have finally 

2 dA 
dp(Al) == dP<122(Al) = i t (AI > 0). (34) 

7T A~(;"l);"l 

Since the spectrum is empty for Al < 0, peAl) is con­
stant on this range. The expansion formula (29) 
becomes 

with 

The expansion converges in the mean for all functions 
u(c) square integrable on (0, 00). If the spectral func­
tion P is not continuous at A, = 0, this point will 
contribute to the integral in (35). 

We return to the description of perturbations from 
equilibrium. If exp (-c2)f(c, 0) is square integrable 
in velocity space, then from (19) and (35) we have 

(36) 

with 

and 

'F'1"'(C, AI) = c-1e-C'/2'P,(c, Al)Y;"(O, cp). 

The functions 'PI correspond to CP2 in (35) and are the 
solutions of (20) satisfying (22). 

We have defined the density, mean velocity, and 
kinetic temperature of the ion gas as being propor­
tional respectively to the first three moments of the 
equilibrium distribution Fo. If P is continuous at 
A, = 0 this point does not contribute to the expansion 
formula (36) and the eigenfunctions (9) for A, = 0 are 
not contained in the expansion. By virtue of the 
conservation laws, the functions (9) are then orthogonal 
to (36). Thus (36) is complete only if P has a jump at 
A, = 0 for I = 0, 1. It follows that the exclusion of 
(9) from (36) yields an expansion which is complete 
with respect to all square integrable perturbations 
conserving No, (v), and kT. 

V. THE; ELECTRON KINETIC EQUATION 

We have developed an expansion theorem based on 
the uncoupled kinetic equation (3) for the ions. The 
extension to the electron kinetic equation is straight­
forward and requires only a little algebra. 

As indicated earlier, we decouple the electron 
kinetic equation from the ion equation by dropping 
the term (me/mi)of//ov' in (2). This amounts to 
neglecting the effect of the ion perturbation on the 
electron perturbation, but retains the effects of 
encounters with ions in the thermal distribution. 

The uncoupled equation conserves electron number 
density provided (4) holds, but does not conserve 
momentum or kinetic energy in the electron gas. This 
is as it should be, since a substantial portion of the 
electron momentum, and a small amount of the 
energy, is lost to the ions. 
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Applying the methods of Sec. I we find as before 
Re A ~ 0, 1m A = 0, and forA = ° we find go = const, 
corresponding to (9). The remainder of the develop­
ment proceeds as before. A spherical harmonic 
expansion yields a set of singular integro-differential 
equations, and the transformation (19) brings these 
into self-adjoint form. As before, the expansion 
formula has the form of a Riemann-Stieltjes, or 
generalized Fourier, integral. 

If, for example, the ions are protons, then we can 
take r ee = r e;' If we use exe in place of exi in the defi­
nition of T and e, then the electron equations may be 
obtained from the ion equations by replacing T(e) in 
(15) by T(e) + ex!T(ex-!e), where ex == exelex; = melmi • 

VI. DISCUSSION 

We have used boundary conditions obtained by 
requiring the solutions of the kinetic equation to be 
consistent with the conservation laws. The Hilbert 
space then 'em~rged as a natural function space for 
the framework of the mathematical development. 
The question persists (see, e.g., the discussion in 
Uhlenbeck and Ford9) as to whether square integra­
bility should be a requirement on the distribution 
functions from the beginning. In the light ofthe present 
work, this condition does not appear to be necessary, 
and for our purposes, it would not have been sufficient. 
To see this we note the condition f d3v lFofl 2 < 00 

leads to 

(37) 

which is weaker than the corresponding condition (4). 
Since both solutions of (20) satisfy (37) for I = 0, it 
would be possible to have an expansion theorem for 
solutions of the kinetic equation which are square 
integrable but do not satisfy the conservation laws. 
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APPENDIX A. INTEGRALS 

Let 0 be the angle between e and e', From the 
generating function relation for Legendre polynomials, 
we have 

Ie - e'I-1 = (e2 + e,2 - 2ee' cos 0)-! 

= e-1! (£)lptCcos 0) (e':::;; c), (Al) 
1=0 e 

and similarly for e :::;; e'. Writing 

g;.(e) = L glm Y ;" 

and employing the addition theorem for Legendre 
polynomials, we obtain Eq. (13). 

To find Eq. (14) we use the relation 

(1 + x 2 
- 2xy)! = f dxx(1 + x 2 

- 2xy)-! 

- y f dx(1 + x 2 
- 2xy)-!. (A2) 

Combining (AI) and (A2) we have 

Ie - e'l = (e2 + e,2 - 2ee' cos 0)! 

= e-1 L - cos 0 PI(COS 0) 
00 (e'/e)I+2 (e'/e)!+l ) 

1=0 1+2 1 + 1 

(e' :::;; c), (A3) 

and similarly for e :::;; e'. From the pure recurrence 
relation for Legendre polynomials, we have 

I 
cos 0Pz{cos 0) = -- PI_tCcos 0) 

21 + 1 

+ ~ PHicos 0). (A4) 
21 + 1 

Combining (A3) and (A4) and then using the addition 
theorem as before we find Eq. (14). 

Finally, Eq. (15) is obtained from Eq. (14) with 
glm = blObmo with bik the Kronecker delta. 

APPENDIX B. THE SELF-ADJOINT PROPERTY 

Let Ld be either (i) the differential operator in Eq. 
(20) or (ii) the integro-differential operator in Eq. (20) 
defined as in Sec. IV on the closed interval 15: 
a :::;; e :::;; b, ° < a, b < 00. Let LA be similarly defined 
on (0, 00). Then in either case (i) or case (ii) there 
exists a complete orthonormal set of functions {hdn } 

on 15, generated by Ld4> = - 1.4> with homogeneous 
boundary conditions at a and b.7

•
S 

Let f and g be any nonzero functions square inte­
grable on (0, (0), and consider the inhomogeneous 
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problems 

with the same homogeneous boundary conditions at 
a and b as in the above homogeneous problem. Let 
1m A ¢ 0 so that A will not belong to the spectrum 
of the set {hon}. Then the problems (BI) have nontrivial 
solutions8 

u(c) =Joo ± rfoic, A)Uk(A) dpoik(A) , 
-00 i./,=1 A - A 

with 

Uk = ff(C)rfo:(C, A) dc, vk = f g(c)rfo:(c, A) dc. (B2) 

Now, let 

with Uk and vk as in (B2). Multiplying u
ll 

by g* and v! 

JOURNAL OF MATHEMATICAL PHYSICS 

by f and then integrating over 0 we have 

lb g*(c)uic) dc 

= f:/l jilUk(~ d~o~k(A) fg*(c)rfolC, A) dc 

= fll itlUk(A)V~A~ d;clikO.) , (B3) 

and similarly 

(j(c)v:(c) dc =fll ± V:(A)u;(A) dpoikO.). (B4) 
Ja -ld.k=1 A - A 

Since (24) and (25) are asymptotic solutions for both 
the differential and the integro-differential equations, 
the limit matrix Pais the same in either case. Taking 
0---+ A in (B3) and (B4) we have PMk ---+ Pa22 and thus 

g*(c)uic) dc = U2
V

2 Pa22 = !(c)v:(c) dc. 100 Jil --* d 100 

o -Il A - A 0 

(B5) 
After taking fl-'" CXl and employing (Bl), (B5) becomes 

loo (Lav)*u dc = loo (Lau)v* dc, 

which is the desired result. 
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INTRODUCTION 

I N 1928, Dirac proposed a relativistically invariant 
first-order wave equation for the electron. 1 Dirac's 

theory has led to a complex of physical explanations 
and predictions at once so surprising and convincing 
that it has gained general acceptance among physicists 
today. The previously perplexing P?enomena of 
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1 P. A. M. Dirac, Proc. Roy. Soc. (London) 117, 610 (1928). 

electron spin was not only accounted for, but fine 
details of the hydrogen spectra and an accurate value 
of the electron magnetic moment were calculated 
without arbitrary assumptions. Moreover, after some 
theoretical trauma, it was realized that Dirac's 
equation entails the existence of a positively charged 
electron-at just about the same time that such a 
particle was discovered experimentally. We do well 
to understand precisely what features of the Dirac 
equation entail these remarkable results. 
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To produce a wave equation which is both first order 
in time and relativistically invariant, Dirac constructed 
the matrix algebra which bears his name. As Dirac 
averred, this leads to an explanation of electron spin 
"without arbitrary assumptions." But one mysterious 
feature of the electron wavefunction seems to be left 
unexplained. Why is it a complex function? In Dirac's 
equation, which is largely determined by the require­
ment of relativistic invariance, why does an uninter­
preted (-I)t appear explicitly? As the increasing 
theoretical importance of antiparticle conjugation 
tends to show, the appearance of this (-l)t is no 
triviality. 

We submit that the (-l)t in Dirac's equation can be 
interpreted geometrically and that the reason for its 
appearance in physics is inseparable from that of 
spin. To appreciate this viewpoint it is necessary to 
understand the full geometrical significance of the 
Dirac algebra. 

The metrical properties of space-time can be 
represented by introducing appropriate rules for the 
multiplication of space-time vectors. The result is 
a Clifford algebra which can be thought of as an 
algebra of directions in space-time. It is conveniently 
called the real Dirac algebra, because it is isomorphic 
to the algebra of Dirac matrices over the real numbers. 
The requirements of relativity can be satisfied by 
writing all physical equations in terms of the real 
Dirac algebra. Relativity provides no justification for 
the use of additional "complex" numbers such as 
those in the "complex Dirac algebra." 

In contrast to the "complex matrix algebra of 
Dirac," the real Dirac algebra has a thoroughly 
geometrical significance. By re-expressing Dirac's 
theory in terms of the real Dirac algebra, we find 
that the (-I)t which appears explicitly in Dirac's 
equation acquires a geometrical interpretation as the 
generator of rotations in a spacelike plane. Moreover, 
the orientation of this plane is described by the 
electron "spin." In this way spin and "complex" 
numbers are combined in a single geometric entity. 

The theory presented in this paper is algebraically 
isomorphic to Dirac's; it can be provided with an 
equivalent physical interpretation as well. It differs 
from Dirac's in that all its algebraic ingredients have 
a geometrical significance determined by properties 
we attribute to space-time. This produces a clarifica­
tion of the Dirac theory, especially as regards the 
role of complex numbers. It also introduces new 
possibilities for modifying the theory. But to avoid 
prejudging the issues, a fairly conservative approach 
is adopted in this paper. Only a relatively minor 
amendment to the physical interpretation of the 

Dirac theory is suggested. In subsequent papers, upon 
the firm base of the Dirac theory, more general 
theories will be constructed which incorporate addi­
tional physical facts and exploit the geometrical and 
physical interpretations of (-I)t given here. 

This paper is divided into three sections. In Sec. A 
the real Dirac algebra is briefly described. In Sec. B 
the algebraic expression for a real spinor field is given. 
For a Dirac particle, the wavefunction and its sym­
metries are provided with both physical and geo­
metrical interpretations. The only departure from 
Dirac theory is to be found in a new and simple 
distinction between positive and negative energy states. 
This innovation requires a new expression for the 
charge-current density. However, since in the one­
particle approximation this current is the same as 
Dirac's current, any consequences which this alteration 
may entail is manifested only in quantum electro­
dynamical calculations-somewhat beyond the scope 
of this paper. Finally, connection with the Dirac 
theory is made in Sec. C. Readers who are convinced 
that Sec. B is correct will not find it necessary to read 
Sec. C. 

A. SPACE-TIME ALGEBRA 

We use the geometric algebra developed by Hes­
tenes. 2 However, without assuming prior familiarity 
with space-time algebra (STA), this section tries to 
give an explanation of the algebra which will be 
sufficient for the purposes of this paper. To do it 
succinctly, it is assumed that the reader is well 
acquainted with the matrix form of the Dirac algebra. 
He is then asked to re-interpret this algebra geo­
metrically in a prescribed way. If the reader finds the 
treatment here excessively difficult to follow or too 
sparse to be satisfying, he is referred to the more 
detailed discussion given in Ref. 2. 

1. Vectors 

Physicists are accustomed to thinking of the Y" 
(f-t = 0, I, 2, 2) as four by four matrices which are the 
four components of single world vector in space­
time. Instead, the reader is asked to think of the 
Y" as a frame of four orthonormal vectors in space­
time. Think of Yo as a unit vector in the forward light 
cone and the Yi (i = 1,2,3) as a right-handed set of 
space1ike vectors. Thus, Yo is the unit normal to the 
(3-dimensional) spacelike hyperplane spanned by the 
Yi' Moreover, any world vector A can be written as 
a linear combination of the y", 

(1.1) 

2 D. Hestenes, Space-Time Algebra (Gordon and Breach Science 
Publishers, Inc., New York, 1966). 
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The AI' are the components of the vector A with 
respect to the set of base vectors {y I'}' 

Although the reader is asked to think of the Y I' as 
vectors instead of matrices, they still retain the 
multiplication rules possessed by the Dirac matrices. 
This makes new demands on our understanding of 
geometry. Presumably, the matrix multiplication is 
clear enough, but,in view of the geometrical signifi­
cance of vectors, it would seem that, in order to 
justify multiplication of vectors, we must supply it 
with a geometric interpretation. This can, in fact, 
be done. Assuming that two vectors A and B can be 
multiplied "like matrices," the product AB can be 
understood geometrically by separating it into 
symmetric and antisymmetric parts: 

AB = A·B + AAB, 

A·B = HAB + BA), 

AA B = i(AB - BA). 

(1.2a) 

(1.2b) 

(l.2c) 

A special notation has been introduced for the 
symmetric and antisymmetric products because each 
has a geometrical interpretation independent of the 
other. The quantity A • B is a scalar; the dot signifies 
the familiar inner product of vectors. The quantity 
A A B is commonly called a bivector or 2-vector; the 
wedge signifies the outer product of vectors. Although 
the outer product is not so familiar to physicists, it 
was invented and interpreted geometrically many years 
before the invention of matrix algebra. For the pur­
poses of this paper, it is not so important that the 
reader appreciate the geometrical interpretation of the 
outer productS; he need only believe that such an 
interpretation can be supplied, in order to appreciate 
that by (1.1) the different geometrical products 
A • B and A A B are united in a single product AB. 
Thus, while the product AB of two vectors is not itself 
a vector, it is nevertheless composed of quantities with 
geometrical significance every bit as definite as that 
of vectors. Let the reader be assured that, in a similar 
way, the geometric character of the product of any 
number of vectors can be divined. 

It may help the reader to see (l.2) written out for 
the base vectors YI" Then Eq. (l.2a) becomes 

YI'Y' = YI" Y. + YI'A Y.· 

Because of the orthogonality of the Y I' ' 

Y/lY'=Y/l·Y" if p,=v, 

YI'Yv = YI'AY., if P, ¥= v. 

(l.3a) 

(l.3b) 

(l.3c) 

The set of inner products of the base vectors {g/lV == 
Y /l • Yv} is the so-called "metric tensor" expressed in 

3 The geometrical significance of the outer product is discussed in 
Pt. I of Ref. 2. 

the frame {YI'}' Using the metric tensor, (l.2b) allows 
us to write down an equation which is familiar to 
everyone acquainted with the Dirac algebra, 

(1.4) 

To display explicitly the signature we attribute to the 
metric of space-time, we write out the nonvanishing 
components of (1.4), 

y~ = 1, Y; = -1 (i = 1,2,3). (1.5) 

A word of warning is in order to help the reader 
guard against misunderstanding. It is evident that 
the word "vector" is used in the algebraic sense (as 
an element of a linear space) rather than in the tensor 
sense (as a.set of elements with certain transformation 
properties). The word "scalar" is also used in the 
algebraic sense (as an element of the number field over 
which a linear space is defined) rather than in the 
tensor sense (as an invariant of some group of trans­
formations). For instance, we would call a component 
of the vector in (1.1) a scalar; it is the inner product of 
two vectors. 

(1.6) 

(Note that we use the usual convention of tensor 
analysis to raise and lower indices.) It is also worth 
saying that AI' must be a real number (or function). 
We do not allow the field of compiex numbers, for 
this would introduce a (-l)k without geometrical 
significance. Soon it should be clear that we already 
have many algebraic objects with a well-defined 
geometrical significance which can play the role of 
( -1)k. 

By taking all linear combinations (over the real 
numbers) of all linearly independent polynomials of 
the Y/" we obtain the elements of a geometric algebra 
with 16 linearly independent elements. We can call it 
the "real Dirac algebra" to emphasize its similarity 
to Dirac's matrix algebra except as regards the number 
field. Or, we can call it a "vector algebra" to emphasize 
that all the elements can be constructed out of vectors. 
Perhaps it is best to call it a "space-time algebra" to 
emphasize its use as an algebraic representation of the 
primitive geometrical properties of space-time. 

Once we have the space-time algebra, we need only 
defihe differentiation to have a complete geometric 
calculus for space-time. Let {xl'; p, = 0, I, 2, 3} be a 
set of inertial coordinates4 in space-time. The funda­
mental vector differential operator, written as 0, can 

• Among other names, these coordinates are sometimes called 
Minkowski, pseudo-Euclidean, Euclidean, or Cartesian coordinates. 
We prefer the physical name, since in these coordinates the graph of 
the world line of a point particle with no forces acting' on it is a 
straight line. 
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be introduced by the formula 

D = yl'al' , where 01' = a/axl'. (1.7) 

This operator was first introduced into physics by 
Dirac.1 In his effort to construct a "relativistically 
invariant" first-order differential equation for the 
electron wavefunction, he was led, in effect, to take 
the square root of the d'Alembertian D 2. The appro­
priate square root is D, as our notation indicates. 
But, by now the reader needs hardly be reminded 
of the difference between our interpretation of the 
yl' and Dirac's. 

It is preferable to call D the gradient operator, 
because the name agrees with common parlance 
when D operates on scalars. For example, by (1.7), the 
gradient of the coordinate function xl' is 

(1.8) 

This shows that yl' is a vector pointing in the direction 
of maximum increase in xl'; the magnitude of yl' 
indicates the rate of change of Xl'. It may be noted that 
the meaning of yl' is surreptitiously altered to the 
point where yll is to be thought of as a vector field, 
assigning a tangent vector yll(X) to each point x in 
space-time. However, to be consistent with the 
definition of inertial coordinates, yl' must be a 
constant vector field, i.e., 

(1.9) 

So, in a sense, the yll at different points are equivalent. 
We are accustomed to think of the gradient of a 

scalar field as the normal to an "equipotential" 
surface. The gradient of a vector field A is interpreted 
differently. To get at this interpretation, we follow 
(1.2) and decompose D A into symmetric and anti­
symmetric parts. 

D A = D • A + D A A. (1.10) 

The scalar parts D • A is the usual divergence of a 
vector, and D A A is the curl. If A is the electro­
magnetic vector potential, then F = D A A is the 
electromagnetic field strength. 5 

2. Conjugation 

We are familiar with the operations of transpose, 
complex conjugation, and Hermitian conjugation in 
matrix algebra. Analogous "conjugation" operations 
can be defined for the real Dirac algebra. But first 
we must get more insight into the structure of the 
algebra. 

Consider the product A1A2 '" Ar of r-vectors 

5 The equations of electrodynamics are formulated in terms of 
the real Dirac algebra in Pt. II of Ref. 2. 

AI' ... , Ar • The part of A1A2 • •• Ar which is anti­
symmetric under the interchange of any two vectors is 
called an r-vector; it is a generalization of (1.2c) and 
is written A 1 A •.. A A r • This quantity vanishes if 
the vectors AI' A2 , ••• , A. are linearly dependent. 
Since in space-time we can find at most four linearly 
independent vectors, we must have r ~ 4. 

Let us call an element of the real Dirac algebra a 
d-number. It can be proved that any d-number is 
expressible as a linear combination of r-vectors simply 
by using linearly independent r-vectors constructed 
from the y Il and the convention that scalars be called 
O-vectors. Thus, any d-number 1p can be written 

1p="Ps+"Pv+ "PB+"PT + "Pp, (2.1) 

where the subscripts S, V, B, T, P mean, respectively, 
scalar (O-vector) part, vector (I-vector) part, bivector 
(2-vector) part, trivector or pseudovector (3-vector) 
part, pseudoscalar (4-vector) part. The decomposition 
(2.l) is analogous to the separation of a complex 
number into real and imaginary parts, which partly 
explains why "P is sometimes called a "hypercomplex" 
number. 

By reversing the products of all vectors in the Dirac 
algebra, we obtain from "P a new d-number if;. 

if; = "Ps + "Pv - "PB - "PT + 1pp. (2.2) 

This is an invariant kind of "conjugation" in the sense 
that it is independent of any basis in the algebra. 

The unit pseudo scalar is so important that we 
represent it by the special symbol i. We can express 
i in terms of the y I' ' 

i = Yo A Yl A Y2 A Y3 = YOYlY2Y3' (2.3) 

Reasons for using the symbol i for this quantity are 
apparent in the discussion that follows. 

With the help of i we can define an operation which 
reverses the direction of all vectors in space-time. 
We call space-time conjugationS the operation which 
maps 1p into if', where 

if' = -i"Pi = "Ps - "Pv + "PB - "PT + "Pl" (2.4) 

Ad-number "P is called even if if' = 1p and odd if 
if' = -"P. 

The set of all even d-numbers forms a subalgebra 
which can be identified as the Pauli algebra. An 
inertial frame determines a right-handed set of base 
vectors (Ji (i = 1, 2, 3) in the Pauli algebra by the 
definitions 

(2.5) 

6 The word "reflection" is reserved for an operation which inverts 
points of space-time. The more general term "conjugate" is used 
for this operation which reverses the direction of tangent vectors 
but leaves space-time points unchanged. 
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From (2.3), it is clear that 

G1G 2G 3 = i. (2.6) 

It is useful to introduce special symbols for two 
other kinds of conjugation, 

'/fl* == Yo'/flYo, 
t - -'/fl = Yo'/flYo· 

(2.7) 

(2.8) 

Clearly '/fl* and '/fl t depend on the choice of Yo. The 
dagger symbol in (2.8) is particularly appropriate 
because '/flt corresponds to the Hermitian conjugate 
of '/fl in the usual matrix representations of the Dirac 
algebra. 

Notice that the operation (2.7) changes {Gi } and 
also {Yi} into left-handed frames without affecting 
Yo. For this reason, the operation which takes '/fl into 
'/fl* is called space conjugation. 6 

3. Frames and Lorentz Rotations 

It can be proved that every field of orthonormal 
frames {eix)} with the same orientation as {y} can 
be obtained from {y II} by a field of Lorentz rotations7 

expressed as follows: 

eix) = R(x)YIlR(x), (3.l) 

where R is a d-number field with the properties8 

RR = I, and R = R. (3.2) 

It may help the reader to observe that (3.l) has the 
same form as a similarity transformation, which in 
Dirac's matrix algebra is used to transform from one 
matrix representation of the Yll to another. Here, of 
course, the interpretation is different, and the operator 
R is allowed to be a function of the space-time point 
x. Except for a sign, R is un2quely determined by the 
ell and the Y 11.

9 Because, by (3.1), R determines the 
transformation of the Y II into the ell' it is sometimes 
convenient to refer to R itself as a Lorentz rotation. 

The conditions (3.2) imply that R can be written in 
the form 

(3.3) 

where c/> is a bivector field. Conversely, every d­
number of the form (3.3) represents a unique Lorentz 
rotation. 

We call (3.1) a spatial rotation if R = R* and a 
special timelike rotation if R = Rt. Any Lorentz 
rotation can be expressed as a spatial rotation followed 
by a special timelike rotation. This means that R can 
always be written in the form 

R -h -!i9 =e e , (3.4) 

7 Lorentz rotations are discussed in detail in Part IV of Ref. 2. 
8 We usually suppress the argument x. 
9 This is shown explicitly by Eq. (17.24) of Ref. 2. 

where X and () are bivectors satisfying X* = -x, 
()* = -(). 

Any Lorentz transformation can be expressed as 
some combination of space-time conjugation (2.4), 
space conjugation (2.7), and a Lorentz rotation (3.l). 

B. SPINOR FIELDS 

At this point, it is hoped that the reader is sufficiently 
prepared to grapple with a reformulation of Dirac's 
electron theory in terms of our "space-time calculus." 
This theory can, in a certain sense, be derived from 
Dirac's theory. But, the derivation is tedious. More­
over, the end result is relatively simple and can be set 
forth and understood as a physical theory in its own 
right. Therefore, we present and discuss the reformu­
lated theory directly. The derivation has been relegated 
to the end of this paper where it can be studied 
separately. 

The electron wavefunction has certain suggestive 
features which may have a physical significance 
transcending the Dirac equation, so we begin by 
discussing the wavefunction and its interpretation 
without reference to a "wave equation." Then we 
write down the reformulated Dirac equation and 
discuss some of the implications it has for the inter­
pretation of the wavefunction. The theory given here 
is algebraically isomorphic to Dirac's theory. How­
ever, it differs in that all the algebraic quantities 
involved have a definite geometrical significance 
determined by the properties already ascribed to 
space-time in our construction of the space-time 
algebra. This, in turn, suggests certain modifications 
of the physical theory, although, except for a relatively 
minor exception, we resist the temptation to pursue 
them here and are content with showing how the 
physical features of the Dirac theory are to be 
formulated in our new language. 

4. The Wavefunction 

We begin simply by writing down the most succinct 
expression for a spin or field, 

'/flex) = et,.(x), (4.1) 

where flex) is an even d-number field. Let us call '/flex) a 
real spinor field to emphasize that it is expressed in 
terms of the real Dirac algebra and so is susceptible 
to a geometrical interpretation. "Real spinors" are 
equivalent to "Dirac spinors" in the sense that the 
two can be put into one-to-one correspondence. This 
is proved in Sec. C, but a simple check on the assertion 
can be made immediately by noting that since fl is 
an even d-number it has eight linearly independent 
components. This agrees with the fact that a Dirac 
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spinor is a column matrix with four complex com­
ponents. 

While (4.1) may well be the most appropriate 
expression of a spinor field for certain kinds of 
mathematical analysis, to explain its geometrical and 
physical significance we must decompose a spinor 
into its "geometrically distinct" parts. Therefore, 
write fl in the form 

flex) = (l(x) + iP(x) + c/>(x), (4.2) 

where (l and P are scalars and c/> is a bivector in the 
Dirac algebra. Also define 

p(x) = e"'(x) > 0 

and use (3.3) to write 1p in the forms 

1p = (peifJ}~R. 

(4.3) 

(4.4) 

Now observe that 1p determines four "current vectors" 
J Il as follows: 

(4.5) 

The ell are the orthonormal vectors defined by (3.1); 
J o is a "positive" timelike vector,1O equivalent to the 
probability current density of Dirac theory. Following 
Dirac, we must interpret p(x) as the probability 
density in the instantaneous rest frame at the point 
x. More briefly, p(x) is the proper probability density. 
To conserve probability, the divergence of J o must 
vanish, i.e., 

o . J o = O. (4.6) 

This provides a restriction on the wave equation 
for 1p. 

The vector J 3 describes the orientation of the electron 
"spin." In commonly used language, it is "the expecta­
tion value of the electron spin." The essential property 
of the "spin vector" is that it is orthogonal to Jo • 

The labeling of the "spin vector" with the subscript 
three, rather than with one or two is merely a con­
vention. 

The vectors J 1 and J 2 do not inherit independent 
physical interpretations from the Dirac theory. 
However, the plane containing J 1 and J 2 , which can 
be described by the bivector J 1 A J 2 , does have 
physical significance. The abstract complex plane in 
which the phase factor of the Dirac wavefunction is 
defined corresponds to this plane. The (-I)t in the 
electron wavefunction can now be interpreted geo­
metrically as the generator of rotations in the plane 
of J1 A J 2 • Therefore, we propose that this plane 
be called the phase plane of the wavefunction. It can 
also fairly be called the spin plane, because it is 

10 "Positive" means that J o is in the forward light cone. This then 
can be conveniently expressed by J o• Yo> o. 

completely determined by the spin and current 
vectors. This can be seen easily by noting that, by 
virtue of (2.3), the generator e2e1 of rotations in the 
phase plane can be written 

(4.7) 

The notions of spin and phase are now inextricably 
united. The "phase" describes the magnitude of a 
rotation in the phase plane and the "spin" describes 
the orientation of the phase plane. 

So far we understand the factors p and R in the 
wavefunction (4.4). The scalar p describes the proba­
bility density, and the Lorentz rotation R describes in 
a single unit the orientation of the probability current 
vector and the spin and the phase of the wavefunction. 
But what can be the meaning of the factor eifJ ? 
Evidently, it does not playa role in determining the 
observables just mentioned because it does not appear 
in the expression (4.5) for the current vectors. In­
versely, given the "observables" J Il , we can find p 
and R, but to determine 1p uniquely we need one more 
bilinear function of 1p, namely, 

1p1jJ = peifJ. (4.8) 

Now there is one "observable" appearing in the 
Dirac theory of which we have given no account, 
namely, the sign of the energy. This "observable" is 
described by the quantity eifJ . We suppose that eifJ 

describes the relative admixture of positive and 
negative energy components of 1p. More precisely, we 
take eifJ(X) to be the relative probability of observing 
a particle at the point x; so that if eifJ = 1 everywhere, 
1p describes a pure one-particle state, and if eifJ = -1 
everywhere 1p describes a pure antiparticle state. In 
view of the interpretation we have given to p the 
scalar part of 1p1jJ, 

(1p1jJ)s = P cos p, (4.9) 

can be interpreted as the proper particle density of the 
spinor field 1p. Thus, a negative value of this quantity 
indicates the likelihood of observing an antiparticle. 
Of course, in a quantized version of our theory all the 
physical observables we have discussed are vacuum 
expectation values of quantum field operators. 

This is a good place to summarize once again the 
relation of our theory to Dirac's. The theories are 
equivalent algebraically, but our theory admits a 
geometrical interpretation of physical quantities 
which is absent in Dirac's theory. We can, if we wish, 
give a physical interpretation of our theory which is 
precisely equivalent to Dirac's. However, the geo­
metric significance which our theory endows to 
physical quantities suggests other possibilities. Just 
the same, in this paper we proffer only a relatively 
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minor amendment to Dirac's interpretation by identi­
fying a particular factor in the wavefunction as 
responsible for the admixture of positive and negative 
energy states. In all honesty, it must be admitted that 
this idea seems to produce some difficulty with the 
"superposition principle" which is not fully under­
stood. On the other hand, we encounter more to be 
said in its favor when we study the Dirac equation 
in the next section. 

With the notions we already have at our disposal, 
we can discuss the nonrelativistic limit of the electron 
wavefunction without reference to a specific wave 
equation. Earlier we identified the y" with an inertial 
frame. To "fix the phase" of 1p, we can identify the 
y" in (4.5) with the "laboratory frame." Now suppose 
the electron is in a pure positive energy state, so 
ei/l = 1, and use (3.3) to write the wave function in the 
form 

(4.10) 

The factor pi is the amplitude of the wavefunction and 
the bivector icp may be thought of as a "relativistic 
phase." The "relativistic phase factor" can be decom­
posed by using (3.4) to express it as a spatial rotation 
e-li9(X) in the laboratory frame followed by a Lorentz 
transformation e-IX(X) which, without rotation, takes 
the laboratory frame into the instantaneous rest frame 
of the electron: 

(4.11) 

In the nonrelativistic approximation, the factor e-h is 
negligible, so the state of the electron can be described 
by the effective wavefunction 

1p' = pl e-h9. (4.12) 

This is equivalent to the Pauli wavefunction. The 
bivector iiO(x) has an orientation which describes the 
orientation of the electron "spin" and magnitude 
which is just the "scalar phase" of the wavefunction. 
If, as a further approximation, it is supposed that the 
precession of the spin plane is negligible, then we can 
write 

(4.13) 

where t5(x) is a "scalar phase." The effective wave­
function can be written as 

(4.14) 

This is equivalent to the Schrodinger wavefunction. 
However, in (4.14) the phase factor is to be thought 
of as a rotation in a spacelike plane (the spin plane) 
rather than as a function in some abstract complex 
space. In the "Schrodinger approximation" the 
orientation of the spin plane is a constant. 

5. Symmetries of the Wavefunction 

For 1p the equivalent of the Dirac equation for an 
electron is 

(5.1) 

Here, m is the mass, e is the charge of the electron, 
and A is the electromagnetic vector potential. In this 
section, we discuss certain symmetries of 1p associated 
with the Dirac equation. A symmetry of a spinor 
field 1p(x) is a mapping of the field 1p onto itself which 
preserves the wave equation for 1p or changes it in a 
definite and physically meaningful way. 

We have already seen that 1p determines a frame of 
tangent vectors Jix) = 1py/p at each point x of 
space-time, and inversely, except for a factor eiP , the 
J}l determine 1p. A transformation on 1p induces a 
corresponding transformation on the J". Because we 
are familiar with the representation of directions QY 
vectors, a transformation of the J" can be interpreted 
geometrically. This enables us to give a geometric 
interpretation to transformations of 1p. 

There are two distinct kinds of geometrical trans­
formations. First, there is a transformation of the 
tangent vectors J,,(x) at a point x of space-time into 
a new set of vectors J~(x) at the same point x. As we 
see, charge conjugation is a transformation of this 
kind. Second, there is a transformation of points in 
space-time, wherein the tangent vectors at a point x 
of space-time are mapped into "equivalent" vectors 
at a different point x'. Displacements are the simplest 
transformations of this kind. Symmetries of a spinor 
field can be interpreted geometrically as some com­
bination of these two kinds of transformations. 

First note that (5.1) is invariant under 

which induces 
(5.2) 

(5.3) 

This transformation tells us that the Dirac equation 
does not distinguish (or couple) even and odd spinor 
fields-a fact which is not discovered and so is not 
interpreted in the usual form of the Dirac theory. 
Because of this equivalence of even and odd fields, we 
may, without further comment, confine the rest of our 
discussion to transformations which leave 1p even. 

An operation which changes the sign of the electro­
magnetic coupling while leaving the rest of the Dirac 
equation invariant is called charge conjugation. By 
inspection, this can be accomplished only by multi­
plying (5.1) on the right by some linear combination 
of 0 1 and O 2 , Therefore, charge conjugation has the 
general form 

c: 1p -~ 1pc = 1p0 2 exp (ioaCPu) 
= 1p exp (-i02i7T) exp (ioaCPci), (5.4) 
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where 4>0 is a constant scalar. This induces a rotation 
of 7T of the J i about some axis orthogonal to J a . For 
instance, if 4>c = 0, 7T, 

J o -- J o, J 1 -- -J1 , J 2 -~ J 2 , J a -- -Ja • (5.5) 

We can interpret (5.4) itself as a rotation of the J", 
but this is not the whole truth, because (5.4) does not 
leave tp'IjJ invariant, 

(5.6) 

This is an important point, for it shows that charge 
conjugation changes the sign of the particle density 
(4.7). To be more specific, note that the factor 

exp (-ia2t7T) = -ia2 

in (5.4) reverses the direction of the spin vector J a in 
(5.5) but does not affect the expression 1p'IjJ, while the 
factor i changes the sign of the particle density but 
does not affect J a • 

In Minkowski space-time, a point x with coordi­
nates x" can be represented by a "position vector" 
x = x"Y". "Space reflection" of points in the hyper­
plane orthogonal to Yo can be represented by the 
mapping 

P: x--x*=yoxyo. (5.7) 

The form of the Dirac equation will be preserved if 
the point transformation (5.7) induces the following 
transformation of fields: 

P: A(x) -- A*(x*), (5.8) 

P: tp(x) -- tpp(x) = 1p*(x*)ei
<J<Pp • (5.9) 

We must have 4>p = 0 or 7T, if we require that suc­
cessive applications of (5.9) map 1p(x) back to itself. 
The transformation P is commonly called parity 
conjugation. It induces the transformations, 

P: Jo(x) -- J;(x*), (5.10) 
I 

P: JaCx) -- -J:(x*). (5.11) 

Because the components of the tangent vector J o in 
(5.10) transform in the same way as the components 
of the position vector x in (5.7), J o is usually said to 
"transform as a vector" under parity conjugation. 
Because J a transforms with opposite sign it is liaid to 
"transform as an axial vector." It is not necessary for 
us to subscribe to this distinction between "vector" 
and "axial vector," first, because it is not needed to 
distinguish J o from J 3 , and second, because. it is 
purely gratuitous, for by u~ing (5.2) We can keep J o 
fixed and change the sign of J s at will without affecting 
the Dirac equation. 

A time-reversal transformation T can be constructed 
in analogy to parity conjugation. The transformation 

of the position vector is 

T: x-- i* = -x*. (5.12) 

The corresponding transformation of the wave­
function is 

T: 1p(x) -- tpp(x) = itp*( -x*) exp (ias4>p). (5.13) 

As long as A is unique, the Dirac equation deter­
mines tp to within a factor of a constant Lorentz 
rotation which can be fixed by a choice of the y", so 
that (4.5) yields definite J". But Maxwell's equation 
determines A only up to a gauge transformation, 

A--A' = A + OX. (5.14) 

If the Dirac,equation is to be left invariant, then (5.14) 
must be accompanied by the transformation 

tp __ 1p' = 1pei<J31• 

This induces the transformation 

J o -- J o, J a -- J a , 

J 1 -- J 1 cos 2X - J 2 sin 2X, 

J2 -- J 2 cos 2X + J 1 sin 2X, 

(5.15) 

(5.16) 

which shows that electromagnetic interactions do not 
distinguish J 1 from J 2 • 

Closely related to the electromagnetic gauge 
transformations are the conservation laws found by 
calculating the divergence of the JI' using (5.1) to 
evaluate 

[(01p)Y,,'IjJ + tpYi01p)-]s = (01py,,'IjJ)s = 0 • J", 

we find that 

(5.17) 

The expression on the right vanishes identically if 
t-t = 0 or 3. Therefore, the "probability current" J o 
and the "spin current" J a are conserved. 

If, as has been suggested, the expression (4.9) is 
interpreted as the proper particle density, then the 
charge-current density J(x) must be 

J(x) = eJo(x) cos (J(x). (5.18) 

If the total charge is to be conserved, then the di­
vergence of J must vanish, i.e., 

O· J = O. (5.19) 

Since, as (5.17) shows, the Dirac equation implies 
that the divergence of J o also vanishes, (5.19) implies 
that 

J o • O{J = O. (5.20) 

Let us see what this condition means. 
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Imagine that we begin with a charge distribution 
ep(x) in the rest frame at the point x. As the elec­
tromagnetic interaction is turned on, there is a re­
distribution of charge due to the creation of 
particle-antiparticle pairs. The new charge density is 
ep(x) cos f3(x). Thus, insofar as the problem of renor­
malization is to calculate the redistribution of charge 
due to interaction, it is the problem of calculating 
f3(x). Equation (5.20) says that the gradient of f3 is 
orthogonal to J o, which is just the reasonable con­
dition that the redistribution of charge is orthogonal to 
the direction of the current. 

Heretofore J o has been the only invariant of the 
Dirac field used in the definition of the charge-current 
density. Naturally, difficulties were encountered 
because J o is a positive timelike vector and does not 
change sign under charge conjugation. In the past 
these difficulties have been surmounted by reinter­
preting the wavefunction as a quantized field operator. 
By contrast, the current vector J defined in (5.18) 
achieves the proper behavior under charge conjugation 
without resorting to the strenuous expedient of second 
quantization. Whether or not the added condition 
on the wavefunction which this approach entails will 
conspire to give a correct account of renormalization 
is a matter ultimately to be determined by calculation. 
Unfortunately, such a calculation is a many-particle 
problem which is beyond the scope of this paper. 

6. Expansion in Plane Waves 

The Dirac equation for a free field is 

Dtp = mtpyoias . (6.1) 

The two positive energy solutions to this equation can 
be written 

(6.2) 

where the ui (i = 1, 2) are constant Lorentz rotations. 
Substituting (6.2) into (6.1) we find 

or, since uiii = 1, 
(6.3) 

The solutions U1 and U2' described as "spin up" and 
"spin down," respectively, can be written in the 
explicit form 

Ul = e-ix, 

U2 = e-ixia2 • 

(6.4) 

(6.5) 

Corresponding to these solutions, the spin vector is 

e3 = UlY3Ul = -U2YSU2 • (6.6) 

The negative energy solutions to (6.1) can be 

written 

where i = 1,2, and 

VI = iu: = ieix, 
. * . h· V2 = IU2 = Ie la2 • 

Substituting (6.7) into (6.1), we get 

or 

(6.7) 

(6.8) 

(6.9) 

(6.10) 

Since UiYOUi is a positive timelike vector, the energy 
po = p. Yo is negative in (6.10). 

A general "free-particle" solution tp(x) of the Dirac 
equation can be expanded in terms of the plane-wave 
solutions, 

tp(x) =f d3

p (m)! I (u,aie'CJaP'X + vibie-iCJSP·X). 
(217)! Po i=1 

(6.11) 

In this expression Po = p. Yo > 0, and the at (and hi) 
are "complex numbers" of the form 

ai = lXi + iaaf3i' 

where lXi and f3i are scalars. It is clear that here the 
role of ( -l)! in the usual form of the Dirac theory is 
taken over by iaa = YIY2, the generator of rotations 
in the 12-plane. The plane-wave "phase factor" 
exp (iaaP • x) is literally a rotation in the plane 
containing Yl and Y2. It induces a rotation in the 
plane of J 1 and J2 • The expansion (6.11) is basically 
an expansion of tp(x) in terms of rotations in the 
12-plane. 

C. CONNECTION WITH DIRAC THEORY 

7. Bilinear Forms 

In STA the Dirac equation for an electron inter­
acting with an electromagnetic field was written 

D'¥ = (m + eA)'¥i, (7.1) 
where 

'¥ = '¥i(1 + aJ. (7.2) 

Equation (7.1) is algebraically equivalent to the Dirac 
equation in its matrix form.ll But there is a significant 

11_ A spinor can be defined as a solution to the equations ri = 
'Yi'Y = O. For every such solution, there is a bivector Os (with 
oa" = 1) so that (7.2) holds. Equation (7.1) implies that Os must be 
constant. The definition of spinor given here is equivalent to the 
definition (given in Ref. 2) of a spinor as an element of a minimal 
ideal in the Dirac algebra. Actually, there are an infinite number of 
~inimal ~d~s. ,!he electron w~vefunction is an element of a par­
tIcular mlDlmal Ideal characterized by aa, as (7.2) shows. As our 
analysis in this paper shows, the significance of oa is to be found 
in its relation to the spin of the electron. 



                                                                                                                                    

REAL SPINOR FIELDS 807 

difference in that the uninterpreted (-I)! which 
appears in the Dirac theory has been replaced by a 
geometrically significant "root of minus one," 
namely, the pseudo scalar i. This substitution in no way 
abrogates the well-known and verified features of the 
Dirac equation. However, it does give all elements of 
the Dirac equation a well-defined geometrical meaning, 
and it is just this feature which enables us to replace 
'¥ by the simple wavefunction 1p which we have already 
discussed in detail. Actually, as we have seen, it is 
ia3 rather than i which is properly identified as the 
(-I)! which appears in the Dirac and Schrodinger 
equations. In the form (7.1), ia3 and i seem indistin­
guishable for, according to (7.2), '¥i = '¥ia3 • But as 
we take '¥ apart, the difference between these two 
roots of minus one will become important. 

We begin our study of '¥ by analyzing the structure 
of certain bilinear forms of '¥ which are given physical 
interpretation in. the Dirac theory. The vector part 
of '¥Yo'Y is just that vector which was identified by 
Dirac as the probability current J o of the electron 
field. Note that ('¥Yo'Y)- = ('¥Yo'Y), so by virtue of 
(2.2) '¥Yo'Y has only scalar, vector, and pseudo scalar 
parts. Hence, we can write 

- t ~ '¥Yo'¥ = '¥'¥ Yo = Jo + pe' . (7.3) 

Here the scalar part is p cos {J and the pseudoscalar 
part is ip sin (J. 

Now note that ('Y'¥)- = 'Y'¥ so that 'Y'¥ can have 
only scalar, vector, and pseudoscalar parts. But, 
because of (7.2), 

'Y'¥ = HI - a3)'Y'¥i(1 + a3), 

which implies that the scalar and pseudo scalar parts 
of 'Y'¥ must vanish. By taking the inner product of 
'Y'¥ with Yo and comparing with (7.3), we find 

Yo· ('Y'¥) = (Yo'Y'¥)s = ('¥Yo'Y)s = p cos {J. 

It follows that 

'Y'¥ = p cos (Jyo(1 + a3) = p(Yo - Ys) cos {J. (7.4) 

Obviously, 'Y'¥ is a null vector. 
Now, using (7.3) and (7.4), we can evaluate '¥Yo 'Y'¥ 

in two different ways, 

'¥Yo'Y'Y = (Jo + peiP),¥ = '¥2p cos (J. 
Hence 

where v is a unit timelike vector. Let us follow out 
the implications of (8.7) and afterwards, at the end of 
Sec. 8, discuss the case when J~ = 0 but J o =F o. 

If p is identified with the proper probability of the 
field, then p > O. It follows J o > 0 (i.e., when J o does 
not vanish, it is a positive timelike vector).12 We now 
write (7.3) in the form 

'¥Yo'Y = p(e ifJ + v), 
where 

p > 0, v > 0, v2 = 1. 

(7.8a) 

(7.8b) 

We can also construct bivector and trivector 
quantities which are bilinear in '¥. Observe that, by 
virtue of (2.2), ('¥iyo'Y)- = -'¥Yo'Y shows that 
'¥iyo'Y can have only bivector and tri~ector parts. By 
using (7.4) and (7.8) to reduce '¥iyo'¥'¥yo'P' in two 
different ways, we find that '¥iyo'Y can be written in 
the following form: 

'¥iyo'Y = pis(veifJ + 1), (7.9a) 

where the only new quantity s is a spacelike vector 
orthogonal to v, i.e., 

S2 = -1, s· v = O. (7.9b) 

The vector s describes the orientation of the electron 
spin. 

8. Structure of Dirac Spinors 

We can take advantage of the fact that, because v 
and s are orthogonal unit vectors, there exists a field 
of Lorentz rotations which enables us to identify 
v with the eo and s with the e3 in Eq. (3.1). We write 

v = eo = RYoR, 

s = es = RYoR. 

(8.1) 

(8.2) 

So far, since we have not specified e1 and e2, R is not 
uniquely determined; Eqs. (8.1) and (8.2) are un­
changed if R is replaced by R' = Reia

• x, where X is 
any scalar function. 

Now define 1p by 
1p = (peiP)!R (8.3) 

and write 
'¥ = 1pU. (8.4) 

Using (7.2) and (7.5), we can write 

t(l + v)e-hfJ'¥!(1 + as) (8.5) 

(7.5) which, when translated into a condition on U, becomes 
Multiplying (7.5) on the left by (Jo + peifJ), we find (8.6) 

J~ = p2. 

If J~ =F 0 then p2 =F 0 and we can write 

Jo = pv, 

(7.6) By separating U into an even part U E = t( U + 0') 
and odd part U 0 = t( U - 0'), we see that (8.6) can 

(7.7) 12 See Theorem 6 of Appendix B in Ref. 2. 
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be written 
U = t(1 + Yo)Mt(1 + oa), (8.7) 

where M = UE + YoUo is even. By separating M 
into a part Ml = t(M + M*) which commutes with 
Yo, and a part M2 = t(M - M*) which anticom­
mutes with Yo, we see that 

U = t(1 + YO)(MI + M20 aH(1 + oa) 

= t(MI + M20 a)(1 + Yo)(1 + oa). (8.8) 

By writing N = (MI + M 20 a), substituting (8.8) into 
(8.4), and using the condition that (7.3) must be 
'satisfied, we find that 

NN = NNt = 1 (8.9) 

which means that N is a spatial rotation. Therefore, 
we can absorb N in the Lorentz rotation R of (8.3) 
and write'¥ in the canonical form 

(8.10) 

It should be emphasized that (8.10) has been derived 
from the definition of '¥ as a spinor and independent 
of any particular form for the Dirac equation. 

To replace the Dirac equation for '¥ by an equation 
for the simpler wavefunction '!p, substitute (8.10) into 
(7.1), separate the equation into even and odd parts, 
multiply the odd part on the right by Yo, and add it 
again to the even part. The result is Eq. (5.1). 

We have one piece of unfinished business. To 
analyze the case where J o is a null vector we return to 
Eq. (7.6) and argue as in the non-null case. We find 
that if 

J~ = 0, Jo oF 0 (8.11) 

then'¥ can be written in the canonical form 

where R is a Lorentz rotation and p is a positive !icalar. 
It is important to study the difference between (8.10) 
and (8.12). By the algebraic operations described in 
the last paragraph, (8.10) can be reduced to (8.3). But 
an analogous reduction of (8.12) is not possible. We 
can do no more than rewrite it in the equivalent even 
form 

(8.13) 

This quantity has perhaps as much right to be called 
a spinor as the quantity (8.3). In fact it can be written 
as the sum of two spinors of the,type (8.3) 

p1R2-1(1 - 0 8) = (tp)lR + (tpll")lRe-iO'sh. 

Therefore, if the sum of any two spinors is again a 
spinor, then both (8.3) and (8.13) must be spinors. 
Still, we have not discussed spinors of the type (8.13) 
because they cannot be solutions ofthe Dirac equation 
for an electron. The Dirac equation does not allow 
(8.11) to be satisfied. Spinors of the type (8.13) are 
equivalent to the "two-component spinors" commonly 
used to describe neutrinos. 

D. PROSPECTS 

To bring the program initiated here to its logical 
conclusion, it is necessary to carry out a general 
reassessment of the role of complex numbers in 
elementary particle theory. The fact that the (_1)1 
has a geometrical interpretation in electron theory 
strongly suggests that a similar interpretation can be 
given to every appearance of (-I)! in the basic 
equations of physics, though it is by no means 
evident that the (-1)1 will have the same meaning in 
each instance. We have learned that the (-1)! in the 
electron wavefunction is inextricably tied up with the 
spin. Yet the (-I)! which seems to play an essential 
role in the quantization of fermion fields has no 
evident connection with spin. It will take a careful 
analysis of quantum electrodynamics to resolve this 
apparent conflict. Again, the tieup of (-I)! and spin 
suggests that analytic continuation of scattering 
amplitudes cannot be properly understood without 
taking spin into account. 13 On the other hand, there 
may be geometrically different kinds of analytic 
continuation, for there are several different geometrical 
roots of minus one in the Dirac algebra. 

Anyone who plays the game of theoretical physics 
with the rules suggested here will not allow a (-1)! 
in his theory unless it has a geometrical significance 
grounded in space-time. This may be regarded as 
another constraint imposed by space-time on per­
missible physical equations which had already been 
restricted by the requirement of relativistic covariance 
or invariance. 
W~ have exhibited several bilinear "observables" 

of a spinor field "P. The Dirac theory supplies a physical 
interpretation of J o = "PYoip and of the general 
orientation of the frame {Ji = "PYiip}. We have sug­
gested an interpretation of "Pip which awaits final 
justification. To supply a more detailed interpretation 
of the J 1" we must go well beyond the Dirac theory. 
This possibility will be explored in another paper. 

13 A formulation of the "complex" Lorentz group in terms of the 
rea) Dirac algebra is given in Sec. 19 of Ref. 2. 
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Spinor fields can be classified according to the invariants of their derivatives. It is suggested that 
different invariants describe different interactions of elementary particles. Then the classification of 
spinor fields becomes a classification of elementary particles and their interactions. A geometric inter­
pretation of isospin is suggested and is used in a model of nucleon interactions. This theory entails an 
intimate connection between spin and isospin which appears to have some experimental support. Among 
other things, it connects the pseudoscalar and isospin properties of the pion and accounts for the polar­
ization of the third axis in isospace .by the electromagnetic interactions. 

1. INTRODUCTION 

I N another paper (hereafter called 1),1 the Dirac 
electron theory was formulated within the frame­

work of the real Dirac algebra. Here we examine the 
possibility of describing nonelectromagnetic inter­
actions within the same framework. Familiarity with 
the contents and notation of I is a prerequisite for this 
discussion. We recapitulate some parts of I to establish 
the motivation and point of departure for the partic­
ular generalization of Dirac theory to be considered 
here. 

With spinor field equations we can give a good 
account of the electromagnetic interactions of protons 
and electrons. Is it possible to describe aU interactions, 
hence account for all quantum numbers, in terms of 
spinor fields alone? Since we know the most general 
expression for a spinor field and discovered in I a good 
many of its geometrical properties, we should be 
able to answer this question with a definite yes or no. 
Surely, this possibility should be carefully investigated, 
because it is a minimal generalization of the well­
established Dirac theory. In this paper we write down 
the most general equation for a spinor field. By 
comparing it with the Dirac equation one sees precisely 
which degrees of freedom are used to describe electro­
magnetic interactions. The problem is then to see if 
the remaining degrees of freedom can be used to 
describe other interactions. The first vaguely en­
couraging sign is that the number of degrees appears 
to be sufficient for the description of strong and/or 
weak interactions. This paper describes an attempt to 
use some of the unidentified freedoms to describe 
isospin and pionic interactions of nucleons. The 
freedom of choice in this matter is greatly limited by 
the requirement that distinct physical quantities have 
a distinct geometrical interpretation and vice-versa. 

• Present address: Arizona State University, Tempe, Arizona. 
1 D. Hestenes, J. Math. Phys. 8, 798 (1967). 

So much so that we see no alternative to the identi­
fications made here, where the object is to relate 
isospin to prominent geometrical properties of spinor 
fields described in I. Whatever the validity of the 
specific attempt made here, it is presented in the hope 
that it encourages others to make a more satisfactory 
account of the properties of spinor fields. 

In I, we learned that a spinor field 1p determines a 
map of an inertial frame {Y,,; fl = 0, 1,2, 3} into a set 
of four orthogonal vector fields J,,: 

(1.1) 

By interpreting the J" physically we achieve a physical 
interpretation of 1p. In the usual formulation of the 
Dirac theory J o is identified as the "probability 
current," J 3 describes the orientation of spin, but J 1 

and J 2 are suppressed. In I, J 1 and J 2 were exhumed. 
Here we enquire into their physical significance. A 
clue is given by the discussion of charge conjugation in 
Sec. 6 of I. It can be observed that under charge 
conjugation the Ji (i = 1,2,3) behave exactly as a 
frame of base vectors in isospace. This suggests that 
we interpret the J i as "isospin currents." The third 
axis of isospace is then singled out because J3 is the 
"spin vector." We already know from the Dirac 
equation that J 3 is distinguished from J 1 and J 2 by 
virtue of the particular form of the electromagnetic 
interaction. 

Having identified the J i as isospin currents, the next 
step is to construct a model of pion-nucleon inter­
actions. We take our clue from an earlier work 
(hereafter called ST A)2 wherein it was shown that the 
usual coupling of a pseudoscalar pion to the nucleon 
can be represented solely within the framework of the 
real Dirac algebra. This model leads directly to the 
interpretation of the J" given above for more general 

• D. Hestenes, Space-Time Algebra (Gordon and Breach Science 
Publishers, Inc., New York, 1966) 

809 



                                                                                                                                    

810 DAVID HESTENES 

reasons. Moreover, it implies that J o is conserved, 
i.e., 

(1.2) 

and that, neglecting electromagnetic effects, the 
divergence of J; is proportional to the pion field 
TT;, i.e., 

(1.3) 

Thus, the TTi can be interpreted as the components of a 
spacelike vector. In this way, the so-called "pseudo­
scalar" property of the pion is united with the 
"isovector" property. 

The expression (1.3) also tells us how to distinguish 
a spinor field representing an electron from a spinor 
field representing a nucleon. For the electron, but not 
for the nucleon, the divergence of the spin vector 
vanishes. This observation suggests a general theory 
of interactions. The Dirac equation tells us that the 
variation of 1p(x) as a function of x is of a very 
special kind when only electromagnetic interactions 
are considered, and Eq. 0.3) tells us that the var­
iations of 1p(x) produced by pion interactions are 
quite different though nevertheless specific. If this 
description of interactions is correct, then it must be 
possible to classify the possible variations of a spinor 
field in a way which is related to a classification of 
interactions among elementary particles. 

Now, to give concreteness to these general remarks, 
let us examine a specific model. We do not here strive 
for a complete theory of elementary interactions; we 
can only hope to unlock the door. 

2. NUCLEON FIELD 

In STA we wrote the following equation for a 
nucleon field N with electromagnetic and pionic 
interactions: 

ON = Nim + eANl(1 + 03)i - giNiTtyo, (2.1) 

where m is the nucleon mass, g is the pion-nucleon 
coupling constant, and, in the expression Ttyo = 
TTiYiYO = TTiO;, the TTi are the components of the pion 
field. The nucleon field N may be thought of as a 
4 x 2 matrix rather than the usual 8 x I matrix. 
"Isospin operators" multiply N on the right; the 
eigenstates of Oa are p = Nl(1 + 03) and n = 
N!(1 - 03), respectively the proton and neutron 
components of the nucleon field. 

Equation (2.1) is algebraically equivalent to the 
nucleon equation usually used in the field theory of 
direct pseudoscalar pion jnteractions.3 But (2.1) has 
additional properties which accrue because the pion-

3 A recent account of meson field theory is given by K. Nishijima, 
Fundamental Particles (W. A. Benjamin, Inc., New York, 1963). 

nucleon coupling is expressed entirely in terms of the 
real Dirac algebra. In contrast to the usual theory 
where pionic interactions are composed of completely 
independent space-time and isospace parts, Eq. (2.1) 
can be given a thoroughgoing space-time interpreta­
tion. To elucidate this, we follow the method of Sec. C 
in I in order to find an expression for the nucleon field 
which is more perspicuous than N. 

We write N as a generalization of the expression 
(9.9) in I for an electron field: 

N = 1pHI + Yo)(1 + 03)U. (2.2) 

Here, as in I, 1p describes the energy and spin of the 
field. The factor u = u(x} is a spatial rotation (i.e., 
uii = uut = 1), but in (2.2) it can be regarded as a 
local rota!ion in isospace which determines the relative 
magnitude of the proton and neutron components of 
the nucleon field at each point of space-time. It was 
suggested in I that a factor eil~ describes the admixture 
of positive and negative energy states in the total 
wavefunction. Therefore, a continuous variation in 
e ifJ describes a continuous transition of particles into 
antiparticles. In complete analogy, the factor u now 
describes continuous transitions between proton and 
neutron states. 

Continuing the procedure used in I, we substitute 
(2.2) into (2.1) and eliminate the projection operators 
i(l + Yo) and leI + 03) to get the equation 

o (1pu) = im1p03UYO + eA1p!(oau + uoa)i+ g1pUTt. 

(2.3) 
Let us define 

and 

o~ = o~(x) = y~yo == ii03u, 

so (2.3) can be written as 

(2.4) 

(2.5) 

D.N' = m.N'Yoio~ + eA.N't(03 + o~)i + g.N'Tt. (2.6) 

The spinor field .N' describes the nucleon. As before, 
we can form four vector fields from.N': 

(2.7) 

As before, J 3 is the nucleon "probability current." 
But now, J 3 cannot be identified with the "spin 
current," which is 

J~ = .N'y~$ = 1pYa1f == ps. (2.8) 

However, there is a connection between J 3 and J~; 
when J 3 = J~ the nucleon is in a proton eigenstate, 
and when J a = -J~ the nucleon is in a neutron 
eigenstate. The J i form a basis for a "local isospace" 
at each space-time point, and the projection of the 
"spin vector" on the third axis of this isospace 
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describes the admixture of proton and neutron com­
ponents in the nucleon field. 

Calculating the divergence of the JIl , we find 

o . J o = 0, (2.9a) 

o . J i = ei!(Js + J~) 1\ ell 1\ eo 1\ A + gp cos {3ITi' 

(2.9b) 

Eq uation (2.9) shows that if electromagnetic effects 
are neglected, the divergence of J i is proportional to 
7t i , as stated in the introduction to this paper. It is 
worth emphasizing that this is a consequence of 
expressing the nucleon equation entirely in terms of the 
real Dirac algebra. The existence of the last term in 
(2.9b) can be put to experimental test. We come back 
to this point later. 

The nucleon equation can be thought of as a 
definition of invariants of the nucleon field. To see this 

more clearly, multiply (2.6) on the right by X to get 

(DX),N' = p[ims + eAeiPl(ea + s)eoi + g7t'], (2.10) 

where 

Let us define vectors a and b, respectively, called the 
divergence and torsion vectors of X, by the equation 

(DX).N' = a + ib. (2.11) 

By comparison with (2.10), 

a = p[g7t' + el{ -(eoea + eos) • A sin (3 

+ i(eOe3 + eos) 1\ A cos {3}], (2.12) 

b = p[ms + eH(eOe3 + eos) • A cos (3 

- i(eoea + eos) 1\ A sin {3}]. (2.13) 

Now let us attempt to interpret these expressions. 
The divergence and torsion vectors describe geo­
metrically distinguishable properties of a spinor field. 
Pionic interactions occur only through the divergence 
vector. They are distinguishable from electromagnetic 
interactions which proceed through both vectors. 
The spin vector is associated only with the torsion 
vector. 

Instead of representing the nucleon field by the 
wavefunction X, we can represent it by the wave­
function '!jJ. From (2.3) we get the equation 

D'!jJ = m'!jJYoioa + eA'!jJ!(oa + o~)i + g'!jJ7t" + yll'!jJPlli, 

(2.14) 
where 

7t" == U7tU, 

(2.15) 

(2.16) 

(2.17) 

The last term in (2.14) has the form of "vector 
mesons" Pil coupled to the nucleon field. Like 7t', PI' 
can be identified as a vector in isospace. The experi­
mental resonance with the proper quantum numbers to 
be identified with the PI' is the rho meson. In (2.17) it is 
shown explicitly that the PI' are effectively the direc­
tional derivatives of the "operator" which mixes 
proton and neutron components of the nucleon field. 

Equation (2.14) has implications for the electro­
magnetic structure of nucleons, for it says that the 
electromagnetic potential A is coupled to the nucleon 
field by the "charge operator" 

(2.18) 

Since according to (2.15), 0; is not constant, the 
"effective charge" is "smeared out." The nature of this 
effect is determined by the rho meson, because 

0IlQ = te[o~, PIl]' 

3. DISCUSSION 

(2.19) 

The work in this paper is directed toward the ulti­
mate goal of providing a physical interpretation for all 
the geometric invariants of a spinor field. We began 
with the fact that a spinor field '!jJ determines a map of 
some inertial frame {YIl} into the "current vectors" 
JI' = '!jJYIlVJ· By interpreting the spacelike vectors J i 

as "isospin currents" we have associated isospace 
with some inertial frame. We may consider the Yi (or, 
if we wish, the J i ) as a basis in isospace. Having done 
this much, it is natural to generalize isospace to 
include the entire four-dimensional space spanned by 
the Y Il' Also, if we wish, we can identify the Y I' with 
some convenient inertial frame, such as the laboratory 
frame. 4 We can go from one inertial frame to another 
by the constant Lorentz transformation 

YI' ---+ y~ = RyllR (3.1a) 

(RR = 1, 0IlR = 0). This change of basis leaves the 
physical vectors JI' unchanged if it is accompanied 
by the transformation 

'!jJ---+'!jJR. (3.1b) 

If R is a spatial rotation (i.e., if R = R*), then (3.1) 
is just what is commonly called a rotation in isospace. 
It may be worth remarking that the transformation 
(3.1) has nothing to do with the usual "coordinate 
transformation" unless a correspondence between 
them is specifically set up. 

Having given a physical interpretation to the 
bilinear invariants of a spinor field, we turn to the 

• In matrix language this amounts to choosing a particular 
representation for the Dirac matrices. 
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problem of providing a physical interpretation for its 
derivatives. The directional derivatives of a spinor 
field 1fJ can always be written in the form 

(3.2) 

Each of the four wil can be a general even d-number 
and so has eight components. Therefore, the most 
general variation of a spinor field is described by 
4 X 8 = 32 independent degrees of freedom. We 
have not attempted to interpret the w

il 
physically. 

Instead, we have dealt with the simpler equation 

(3.3) 
where 

(3.4) 

The gradient of 1fJ is completely determined by w. 
A physical ipterpretation of W is provided by ex­
pressing w in terms of physical fields. This was done 
explicitly in the discussion following Eq. (2.11), a 
discussion which indicates that (3.3) is sufficient to 
describe electromagnetic and pionic interactions but 
has room for little else. However, since (3.3) uses 
only 8 of the possible 32 degrees of freedom, we can 
get a much more general theory of interactions by 
using Eq. (3.2). But before attempting such a large 
generalization, we should study (3.3) thoroughly, 
especially to see in what ways our interpretation of it 
can be brought to experiIllental test. 

We have considered a specific model to illustrate 
the general idea that interactions be described by 
derivatives of a spinor field and that different kinds of 
interaction correspond to different invariants of these 
derivatives. We don't expect this model to be a final 
theory if only because the coupling constants have 
not been accounted for and other interactions must be 
included. Still, as far as we know, it gives a correct 
account of electromagnetic interactions. We also 
know that some features of pionic interactions are 
correctly described by our model. If any special 
features of the model can be verified experimentally, 
we have convincing evidence for the general idea that 
all quantum numbers of elementary particles can be 
described by symmetries of a real spinor field and its 
derivatives. Only then can we have confidence that 
an analysis of spinor fields from first principles leads 
to a more satisfactory wave equation. 

By assuming that the divergence of the renormalized 
axial vector nucleon current operator in beta decay 
is proportional to the renormalized pion field operator, 
Gell-Mann and Levy5 derived the formula of Gold-

• M. Gell-Mann and M. Levy, Nuovo Cimento 16, 705 (1960). 

berger and Treiman6 which relates the decay rate of a 
charged pion to the axial vector coupling constant in 
beta decay. Adler7 shows that the same assumption 
implies consistency conditions involving the strong 
interactions alone; he finds that they are satisfied 
experimentally to within 10%. Our model may well 
provide a theoretical justification for the above 
assumption, and so be supported by the experimental 
evidence we have just mentioned. For Eq. (2.9) shows 
that the divergence of the spacelike (axial vector) 
nucleon currents are proportional to the components 
of the pion field. It is necessary only that this relation 
be preserved under renormalization of the quantized 
theory. It is even reasonable to assume that it be 
preserved as a condition on renormalization. This 
condition is similar to, if not identical with, the 
condition that gauge invariance be preserved by 
renormalization in quantum electrodynamics. One 
can even hope that it is a sufficient condition to make 
it possible to extract finite results from renormaliza­
tion. 

Encouraging as this argument is, we need not and 
cannot depend on it exclusively. Our model has other 
special properties which we have already mentioned. 
For instance, Eq. (2.9) says that the divergence of the 
spin vector of the nucleon field is proportional to the 
neutral pion field. Also, recall that the electromagnetic 
coupling of the Dirac theory is somewhat modified in 
the nucleon equation, producing a "nonlocal electro­
magnetic structure" of the nucleon. It should be 
possible to subject these special features of our model 
to experimental test. But this requires a more elaborate 
study than we have attempted here. 

We have discussed some general ideas connecting 
isospin to space-time properties of spinor fields in 
terms of a specific model. If these ideas are correct, 
no doubt they must eventually be incorporated into a 
more ambitious physical model, such as that of 
Nambu and 10na-Lasinio.8 By an analogy with 
superconductivity, these authors suppose that different 
particles correspond to different solutions of the 
equation for a single underlying spinor field. To this 
we would add the idea that isospin is determined by 
the spacelike currents. J i of the underlying spinor 
field, and perhaps the idea that, neglecting electro­
magnetic interactions, solutions corresponding to 
leptons and baryons are distinguished respectively by 
the vanishing or non vanishing of the divergence of 
the J;. 

6 M. Goldberger and S. Treiman, Phys. Rev. 110, 1178 (1958); 
ibid. 111,354 (1958). 

7 S. Adler, Phys. Rev. 137, B1022 (1965). 
8 Y. Nambu and G. lona-Lasinio, Phys. Rev. 122, 345 (1961); 

ibid. 124,246 (1961). 
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The three-body problem in one dimension is examined to determine for what class of interactions the 
SchrOdinger equation may be solved by separation of variables. 

I. INTRODUCTION 

THE three-body problem in one dimension is 
examined to see if there exist interaction potentials 

for which the SchrOdinger equation may be solved by 
separation of variables. We assume that one of the 
particles is infinitely massive and defines the origin 
of the coordinate system. Thus our problem is to 
discover for what potentials the equation 

h2 02~ h2 02~ - -----+ V(x)tp 
2m1 ox~ 2m2 OX~ 1 1 

+ V2(X2)tp + Va(x1 - X2)tp = Etp 
separates under an appropriate change of variables. 
We assume that the two light particles are of equal 
mass. For convenience we relabel the coordinates 
Xl = X and X2 = Y so that, after .renormalizing the 
energies, we have 

_(02tp/OX2) - (02tp/oy2) 

+ [V1(X) + Vly) + Vix - y)]tp = Etp. 

The system is better described by a single point in a 
two-dimensional space than by two points in one 
dimension. 

We consider the class of all analytic transformation 

where 
z' = z'(z), 

z = X + iy, z' = x' + iy' 

and seek to find those potentials for which the 
transformed equation may be solved by separation 
of variables. For analytic transformations1 

02tp + 02tp = \ dz' \2 [02~ + 02~J . 
ox2 oy2 dz. OX,2 oy,2 

We see then that we may separate variables in the 

transformed equation provided 

Idz/dz'12[V1(X) + V2(y) + Va(x - y) - E] 

= 11(x') + Ily'), (1) 

where 11 and 12 are functions of the indicated variables 
alone. Our point of view is: given the transformation, 
find the class of potentials that satisfy Eq. (I). A 
necessary and sufficient condition is that 

(o2/ox'oy'){ldz/dz'12[V1(X) + V2(y) 

+ Va(x - y) - E]} = O. (2) 

We assume that the transformation does not depend 
on the energy (we do not want to search for a new 
transformation for each energy). We see then that 
in order for Eq. (2) to be satisfied for all E we require 
in the first place that 

(02/0X'Oy') Idz/dz'12 = O. (3) 

This is the same condition for which the wave equation 
separates. It is shown in Ref. 1 that Eq. (3) is satisfied 
by those transformations satisfying the equation 

daz/dz'3 = )'(dzjdz'), (4) 

where), is an arbitrary real constant. This is an ordi­
nary differential equation and may easily be integrated 
to find z = z(z'). 

II. ROTATION OF COORDINATE AXES 

Returning now to Eq. (2) we seek a solution of 

(o2/ox'oy'){ldzjdz'1 2[V1(X) + V2(y) + Va(x - y)]} = 0 

for a given transformation satisfying Eq. (4). 
Carrying out the differentiations, we have 

ox ox V:() (Og ox og oX 02X )v( oy oy V() 
g ox' oy' 1 X + ox' oy' + oy' ox' + g ox'oy' 1 x) + g ox' oy' 2 Y 

(
Og oy og oy o2y ) V. ( ) (OX oy oy OX) V ( 

+ ox' oy' + oy' ox' + g ox'oy' 2 Y - g ox' oy' + ox' oy' a X - y) 

+ [Og (OX _ OY) + og (OX _ OY) + g(~ _ ~)J VaCx - Y) = 0, (5) 
ox' oy' 0Y' 0Y' oX' ox' ox'oY' ox'oy' 

1 P. M. Morse and H. Feshbach, Methods of Theoretical Physics (McGraw-Hill Book Company, Inc., New York, 1953), Vol. I, p. 499. 
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where g = Idzjdz'1 2 and the dot above the V's indicates 
differentiation with respect to the argument. 

We now substitute into Eq. (5) explicit solutions of 
Eq. (4). Consider first the case A = 0. Then 

z = taz'2 + bz' + c. (6) 

If we further restrict the transformation by setting 
a = c = 0, we have a rotation of coordinates and a 
change of scale if Ibl =F 1. If we let z = bz' in Eq. (5) 
we have 

-b1b2V1(X) + b1b2V2(y) + (b~ - b~)Va(x - y) = 0, 
(7) 

where b = b1 + ib2 • 

Differentiating with respect to x and y we have 

(b~ - bi)"V;(x - y) = 0. 

Either b1 = ±b2 (a rotation of the coordinate axes by 
45°) or 

"Va = 0. 

Consider first b1 =F ±b2 , then 

V3 = Cl(X - y)a + c2(x - y)2 + ca(x - y) + c4 • 

The only potentials of interest are symmetric in x and 
y, so we set Cl = C3 = O. Substituting this result back 
into Eq. (7) we have 

-b1b2[Vl[(X) - Vly)] = const. 

Since x and yare independent, VI and V2 must 
separately be constant, so that all three potentials are 
harmonic oscillator interactions. It is well known 
that particles interacting by harmonic potentials may 
be separated by diagonalization (rotation of coordi­
nates). 

However, if b1 = ±b2 then V3(x - y) may be 
chosen arbitrarily. VI and V2 remain harmonic 
potentials. Thus by rotating the coordinates 45° the 
potential 

lk(x2 + y2) + V3(x - y) 
becomes 

lk(x'2 + y'2) + V3(.J2x'), 

and the problem is reduced to solving two one-dimen­
sional problems, one particle interacting harmonically 
and the second interacting through the potential 

lkx'2 + V3( .J2x'). 
Strangely enough it is possible to extend this result 

to three dimensions. Consider two particles bound 
harmonically to an infinitely massive particle at the 
origin and interacting with each other through a 
potential which depends only on the distance between 
the particles. The Schrodinger equation is 

Introducing the center of mass and relative coordinates 

r = r1 - r2 , R = t(rl + r 2), 

we have 

-tv;. 1p - 2V:1p + !k(r2 + 4R2)1p + Va(r)1p = E1p. 

Thus the shell model with two particles may be 
separated and there is no need to use perturbation 
theory. 

III. PARABOLIC COORDINATES 

We return now to the class of transformation for 
which A = ° [see Eq. (6)]. In the previous section we 
considered the case z = bz'. We now take up parabolic 
coordinates defined by 

z = tz'2. 

We have set a = I in Eq. (6). Where a =F 1 we would 
have a rotation, and change of scale in addition. 
With this transformation Eq. (5) becomes after some 
reduction 

-yVl + yV2 + 3V2 - 2xVa - 3Va = O. 

To solve for Va we divide by y and differentiate with 
respect to y, obtaining 

... a (V2) a (V3) a (V3) V2 + 3 oy y - 2x oy y - 3 oy y = O. 

We may eliminate V2(Y) by differentiating with respect 
to x. Thus 

2 ~[x ~(V3)J + 3 L(Va) = o. ax oy y oxoy y 
Introducing a change of variables 

u = x - y, v = x + y, 

the above equation becomes 

v(u - v) d
4
Va(u) _ 2u daVS<u) + 2(v _ u) d

2
V3(U) = o. 

du4 dua du 2 

Since u and v are independent variables, the equation 
can be satisfied only if 

d2Va(u)jdu2 = O. 

Therefore V3(x - y) = c1(x - y) + c2 • If we also 
require that Va be symmetric we see that the three­
body problem separates only when the two free 
particles do not interact. 

IV. CYLINDRICAL COORDINATES 

Returning again to solutions ofEq. (4) we obtain the 
transformation to cylindrical coordinates by choosing 
A = I so that a solution is 

z = ez'. 
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We then have from Eq. (5) 

-XyVl - 3yJ\ + XyV2 + 3xV2 
+ (y2 _ x2)Va - 3(x + y)Va = O. (8) 

We may eliminate Vl(x) and V2(y) by operating with 

a 1 a 1 

ox x oy y 
to obtain 

or 

~{! ~ (! [(x + y)f(x - y)])} = 0, 
ox x oy y 

where 

f(x - y) = (y - x)Vs(x - y) - 3Vs(x - y). (9) 

Carrying out the differentiation we have 

J + [(x - y)/xy]/= O. 

Since f is a function of (x - y) alone and since x 
and yare independent variables, the above equation 
can be satisfied for all x and y only iff = O. Setting 
f = const in Eq. (9) and solving the resulting ordinary 
differential equation for Va, we find 

Va(x - y) = Cl + [c2/(x - y)2] + cs(x - y). 

Here, Cl and C2 are constants of integration and Ca 

is proportional to the constant chosen for f 
Again, if we require that Vs be symmetric (cs = 0) 

and ignore the additive constant (Cl = 0), Eq. (8) 
becomes 

-XyVl - 3yVl + XyV2 + 3xV2 = 0, 

so that 

- - (x VI + 3 VI) = 0 or a [y.. . ] 
ox x 

Similarly we obtain for V2 

V2 = c,y2 + (C7/y2) + cs. 

Thus the most general potential representing a three­
body interaction for which the SchrOdinger equation 
separates in cylindrical coordinates is 

2 2 C5 C7 C2 
C4(x + y ) + -; + -; + ( )2 

X Y X - Y 

It is a simple matter to verify that the Schrodinger 

equation separates, for the above potential is of the 
form 

fer) + [g(O)/r2]. 

Unfortunately this result is not very useful since the 
two-body potential 1/x2 has rather unusual physical 
characteristics. 2 

V. ELLIPTIC COORDINATES 

A calculation similar to that carried out above for 
rotated, parabolic, and cylindrical coordinates is very 
tedious for elliptic coordinates. However, the general 
potential for which the Schrodinger separates in 
elliptic coordinates is of the forms 

[J(rJ + g(rJ]/rlr2, 

where r l and r2 are distances measured from the 
foci of the elliptic system. Even if functions f and g 
could be found which would make the potential of 
the form necessary to describe a three-body inter­
action [Le., Vl(x) + V2(y) + Va(x - y)] the potentials 
would have unphysical singularities at r l and r 2 equal 
to zero. 

VI. CONCLUSION 

We have exhibited the most general class of poten­
tials for which the three-body problem in one dimen­
sion may be separated by changing variables. [We 
have confined ourselves to rotated, ,parabolic, cylin­
drical, and elliptic coordinates. There may be other 
potentials possible using a combination of the above. 
For example, if A ~ 1 we would have rotated cylindri­
calor elliptic coordinates. In these mixed transforma­
tions Eq. (5) becomes very difficult to solve.] 

Of the interactions obtained the most interesting 
is the shell model for two particles. This result may be 
carried over to three dimensions. The only other 
example (except for the well-known result of three 
bodies bound by harmonic potentials) is that where 
all three particles interact through a potential 
proportional to 1/s2, where s is the distance between 
particles. This potential is of no physical interest 
however. 
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. The use of cre~tion an.d destruction. operators to form irreducible tensors in quasi-$pin (triple tensors) 
IS ad:,anced to gIve the Important POInts of the seniority scheme for linear and bilinear forms (CFP, 
m~trlx eleme!lts, and pro~ucts). ~ numbe~ o~ such forms as studied by Racah and others are taken up 
wIth emphasIs on cases dIagonal In the senIorIty number, v. Values ofCFP for seniority v + 1 can then 
be dete!l?ined from those of seniority v-I. The possibilities in quasi-spin are explored to give a number 
of ~ddltJonal f~rmulas f~r ~roducts of two CFP. Also, Redmond's formula and some specializations 
of I~ a~e found IJ;l the senIOrIty sche~e and ~heir properties worked out. The calculation of CFP in the 
senIorIty scheme by these formulas IS deSCrIbed and comparison made with other methods. 

I. INTRODUCTION 

THE properties of vector-coupled pairs of creation 
and destruction operators and the connections of 

such bilinear forms with seniority can be further 
studied, beyond recent work,l.2 to develop a number 
of relations useful in studying CFP (fractional parent­
age coefficients), more precisely, products of pairs of 
CFP, in the seniority scheme. The triple tensors of 
Lawson, Macfarlane, and Judd (which operate in 
quasi-spin as well as in spin and orbital spaces) are 
suited to such a study. Explanation by similar means 
of many of the results of Racah's third paper3 has 
been made,l but additional results are given below. 
The possible use of Redmond's4 and of certain other 
formulas in the seniority scheme has been realized for 
some time, but a concise demonstration can now be 
given through quasi-spin methods. Such formulas 
are derived from relations in the matrix elements of 
bilinear forms by a transform process which sums 
out the tensor rank of the form and inserts a particular 
and definitive term in this procedure. CFP are basically 
calculated from these formulas. Those in v and v + 1 
appear in terms of those in v and v - I and new terms 
[Ref. 3(b), Sec. 6(4)] are so taken up as they occur, 
with increasing values of v. 

'The work below consists first in outlining some 
known properties of triple tensors which are linear 
or bilinear in the creation and destruction operators 
for a spin-orbital. More complicated forms are not 
considered nor any which involve more than one group 
of equivalent particles. The bilinear forms of triple 

1 R. D. Lawson and M. H. Macfarlane, Nucl. Phys. 66, 80 
(1965). 

2 B. R. Judd, Second Quantization and Atomic Spectroscopy (The 
Johns Hopkins Press, Baltimore, 1967). 

a G. Racah, Phys. Rev. 62,438 (1942); 63, 367 (1943); 76, 1352 
(1949), denoted a, b, and c, respectively. 

4 P. J. Redmond, Proc. Roy. Soc. (London) A222, 84 (1954); 
A. Hassitt, ibid. A229, 110 (1955). 

tensors of odd rank lead to known results for the most 
part (correspondence relations) so that those of even 
rank remain to be investigated. Connection is made 
with related formulas already available. The results 
obtained throw new light on the seniority scheme 
and make the demonstration and checking of CFP 
values in this scheme a much simpler matter than 
has been the case heretofore. 

The matrix elements and products of bilinear forms 
are held diagonal in v since these are the most impor­
tant cases. They must contain just two intermediate 
seniority values, as in the orthogonality relations 
[Ref. 3(b), Eq. (59)]. It may be best to give all such 
products for a particular intermediate, v ± 1. An 
effort has been made to cover the cases of interest. 
The treatment of the subject is sharper after this is 
done, e.g., in the derivation of correspondence in 
matrix elements [Ref. 3(b), Eq. (69)]. 

The general methods used in finding these results 
involve the Wigner-Eckart theorem, the one-particle 
subrtlatrix (or reduced matrix) element, the inner 
product formula, also correspondence, [Ref. 3(b), 
Eq. (58)], reciprocity, [Ref. 3(b), Eq. (61)]; and the 
fundamental properties of 3-j and 6-j coefficients. 
Many of the results could well be considered as 
Racah transformS formulas involving products of 
pairs.ofCFP. Conjugation [R~f. 3(b), Eq. (19)] is not 
explicitly needed for the present purpose, but the 
orthogonality properties of the CFP are relevant. 

Many conventions from earlier work are used here 
for a more concise presentation.6 The concepts and 
definitio~s are those of R,ef. 3(b) in general. All the 
CFP are of one-particle type, except some two­
particle CFP which are clearly indicated, and aU are 
in standard form. For example, the interchanged 

• J. B. French, Nucl. Phys. 15,393 (1960). 
8 F. R. Innes and C. W. Ufford, Phys; Rev. Ill, 194 (1958). 
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CFP of Ref. 3(b), Eq. (29), has not been used here. 
An abbreviated form has accordingly become possible 
and is found for the one-particle CFP throughout. 
The phases are also those of Ref. 3(b), and since 
conjugation is excluded, the wavefunctions are in the 
[-scheme. They are kept in (1.SL coupling, but simply 
expressed, SL == I, to save space. Phase determina­
tions are partly left free in the bilinear relations since 
the wavefunctions enter in pairs, but a standard set 
of phases is available from Ref. 3(b), Sec. 6. 

II. SUBMATRIX ELEMENTS IN QUASI-SPIN 

(1) Properties of Triple Tensors 

The elementary triple tensors are of rank one-half 
in quasi-spin and in spin and rank I in orbital space, 
written a(qsll. [It is convenient to set y == qsl, f == 
QSL; cf. Eq. (l~, below.] The components of such a 
triple tensor consist of creation or destruction oper­
ators for a spin-orbital, plus or minus one-half, 
respectively, the quasi-spin components of the tensor. 
The submatrix elements of these are CFP (with 
proper weights and phases). If they are reduced in 
quasi-spin, one finds, by the Wigner-Eckart theorem, 
in case Q' > Q, 
(vI \\a(Y)\\ v - lJ') = (- )2I(2v(Q + I)[J])! 

X W-1v - lJ'\WvI). (Ia) 

This may be called a fully reduced submatrix element. 
Other expressions for it may quickly be found by the 
use of correspondence, reciprocity (or conjugation). 
The seniority number v has the same content as Q, 
just as the number of particles n has the same content 
as M for the present purpose. These quantum numbers 
Q == ![l] -!v and its component M == tn - ![l] 
are discussed in the references.1 •2 Apart from their 
appearance in the Clebsch-Gordan and Racah coeffi­
cients of the theory, their use also simplifies expression 
in relations between matrix products or CFP. The 
other important value for the submatrix element, for 
Q' < Q, may be quickly found by the same theorem 

(vI \\a(Y)\\ v + II') = (- )I+I'+I{(V + I)[Q][J'])! 

X (/"vI\}I"Hv + 11'). (1 b) 

As these are fully reduced matrix elements, they do 
not contain a number n or M. In this sense the sub­
matrix elements which are found in Ref. 3(b), for 
example, are partly reduced. 

Relevant bilinear operators for which the submatrix 
elements are n-dependent (partly reduced) are the unit 
operators U(K) and W(K) [see Eq. (4) below; K == Kk, 
a pair of ranks, spin and orbital], W~K)= [K]iU(K).2 
For the fully reduced case, the appropriate operators 
are X<T> = (a(Y)a(y»)<T), T == XK; X, the quasi-spin 

rank, either zero or one.2 The matrix elements of these 
operators display the inner product formula. In suffi­
ciently general form, 

(f \\X(T)\\ f') = (-lH'+T[T]! 1{y T y) 
r' f f" f' 

X (f \\a(Y)\\ f")(f" l\a(Y)1\ f'). (2) 

The properties of X<T> may be explored through 
known properties of a(Y) and UK). For this it is useful 
now to particularize the component, w, of X. The 
results are given by Judd.2 If w = 0, 

X~T) = -ri(1 - (-)T)W~K) - (- )X[I]ic5(K, 0), 

(3a) 
and, for any w, T even 

X(T) = _[/]ic5(T, 0). (3b) 
But we also introduce W<{o, which involve two 
creation or two destruction operators. The three 
bilinear operators of this type are then 

W~K) = -(a+aYK), W~K) = +r!(a+a+yK), 

W~K) = -2-!(aa)(K). (4) 

Comparable forms may be found in the references.1.2 
It now becomes easy to rewrite Eq. (3) more 

explicitly. For odd T, 

X~lK) = -.J'i W~K) + [/]!c5(K,O), (5a) 

x!;f) = ±.J'i W~K), (5b) 

X&OK) = -.J'i W~K); (5c) 
the correspondence relations for bilinear forms. But 
for even T no operators of type W occur. These 
relations are needed to find formulas useful in studying 
pairs of one-particle CFP. For even T, 

X~OK) = -[I]ic5(K, 0), (6a) 
X(lK) = 0, for any w. (6b) 

Clearly Eq. (5b) relates to two-particle CFP as in 
Eq. (32), Ref. 3(b), and the fact that K is even in Eq. 
(5b) and odd in Eq. (6b) shows the allowed term 
values in /2. Further, the even value of K in Eq. (5a) 
relates to Eqs. (67) and (69b) of Ref. 3(b), and the 
odd value of K in Eq. (5c) to Eqs. (69a) and (70) of 
Ref. 3(b). Equation (6b) with w = ± 1 pertains to the 
original method for finding CFP, as in Ref. 3(b), Sec. 
3, in particular Ref. 3(b), Eq. (11). It is with this and 
Eq. (6) generally (even T) that much of the following 
work is concerned in subsection (3). X(T), T odd, need 
only be discussed again with emphasis on single values 
of intermediate v, in matrix products diagonal in v. 
This is suggested as an extension to nonzero K of the 
accurate orthogonality relations, Ref. 3(b), Eqs. (59) 
and (60). 

The use of Eqs. (5) and (6) in concert to derive 
various relations in the seniority scheme will reveal 
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several connections among pairs of products of CFP. 
However, these results can be found through the 
work of Racah. It is in its simplicity that the quasi­
spin method is attractive and useful. 

The Rajnak-Wybourne formula derives from a 
trilinear form in a(Y).7 The analysis of all these forms, 
and larger ones (the energy among others), must be 
left for another occasion. The restriction to equivalent 
particles might still be maintained in such a study 
and the possibilities for various intermediate v 
explored. 

(2) Matrix Elements of Bilinear Forms 

The requirement of the present work is that it yield 
formulas which are useful in finding CFP in the 
seniority scheme, in particular, those for the "new 
terms" of Ref. 3(b), Sec. 6(4). The other parts of the 
theory are directly found once the CFP are known. 
The dependence on n is given by correspondence. 

Two formulas, or methods, for finding CFP 
are that of Racah [Ref. 3(b), Eq. (11)] and that of 
Redmond. 4 (Though neither of these is found in the 
seniority scheme, it is formally simple to sum over 
the unspecified quantum numbers, as has often been 
done before, no doubt, in the past.) These formulas 
are expressed in terms of double tensors [Ref. 3(a), 
Sec. 5] as noted above. It is convenient to do so here 
also. The Clebsch-Gordan and Racah coefficients in 
quasi-spin are very simple indeed for linear and bi­
linear forms. They need not be made explicit any 
longer. However, they are shown in the first example, 
just below. 

Those matrix elements and products which are 
diagonal in v are of great interest since two interme­
diate states, v ± 1, may occur. The treatment here is 
restricted to such cases, but it is a very simple matter 
to find any nondiagonal case which may be needed. 

For the promised example, we note that Eq. (5b) 
relates two-particle CFP in In and IV. The usual 
demonstration stems from Ref. 3(b), Secs. 6(2} and 
6(4). The emphasis placed below is also rather different 
from that in other recent work,1 as seen in the appear­
ance of Racah coefficients in quasi-spin. The fully 
reduced matrix element diagonal in v is, by Eq. (2), 

(vI II X ClK ) II vI2) = _(_)K+2Q+1+12~3 [K]i 

X Q~.J~ ~1 ~}G ~ ;2) 
X (QIlla(Y)1I QIIl)(QIII lIa(Y)1I QI2). (7) 

This involves for even K a two-particle CFP in IV, 
just as ±~2W(f> involves such a CFP in In, all 

• K. Rajnak and B. G. Wyboume, Phys. Rev. 132,280 (1963). 

according to the definition [Ref. 3(b), Eq. (32)]. The 
ratio of these is the Wigner-Eckart coefficient in 
quasi-spin. This equation results finally in a known 
correspondence relation, 

W-2vI212KI}lnvI) 

= (V + 1)(v + 2)(Q - M + 1)(Q + M»)i 
2n(n - I)Q 

X WvI 212KI}Iv+2vI). (8) 

If K is odd the CFP are zero [Ref. 3(b), Eq. (11)]. 
This case, part of Eq. (6b), is conveniently written for 
w = -1, and not necessarily diagonal in v, 

! W]i{ l K l}WV2I21}ln+VIl) 
V

'
[' 12 11 1 

X W+VI11}ln+2vI) = 0, K odd. (9) 

It can be quickly determined, by correspondence, 
that there is no formal difference here between a 
double tensor and a triple tensor formulation, so If} 
has been replaced by In to yield Eq. (11) of Ref. 3(b) 
exactly. A convenient transformation of this is made 
in the next subsection. 

At this stage, the matrix elements of Eqs. (5) and 
(6) should be further considered for particular values 
of VI. We introduce the signs EEl and e to make this 
distinction for bilinear forms. Now from Ref. 3(b), 
Sec. 6(6), for any K, 

(Inv/ II U(K)e IIlnv!,) 

= + Q - [~ + 1 (l"vIIi U(K)lIlvvI'), (10) 

and the reduced submatrix element (cleared of n) 
appears on the right. The EEl-sums depend upon the 
signature of K. For K odd, 

WvIIIU(K)(BlIlnv!,) 

= + Q + M (lvvI II U(Klll l'H'). (lla) 
[Q] 

For K even, not zero, 

WvIIi U(KlEElIl Invl') 

= _ Q + M Q + 1 (l"vIIIU(KllllvvI'). (llb) 
[Q] Q 

If K is equal to zero, the result is that of Eq. (59b) 
[Ref. 3(b)], namely, 

WvI II U(OI EEl II lnvI) 

= + Q + M (v + 2[Q]) (l"vIIi U(oIIlI"vI). (12) 
[Q] v 

These forms are convenient and instructive. The two­
particle CFP can be similarly expressed. For odd K, 
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the e-sum is the negative of the EEl-sum, which is 

(In-2vI( ll)K EEl I} l"vI') 

= (_)I-l'+l([K])*[Q]-I(Q + M)(Q - M + 1»)* 
[1'] n(n - 1) 

x (l"vI II U(KllIl"vI'), (13a) 

a portion ofEq. (11) in Ref. 3(b). For even K, we only 
note the usual CFP. If K is even, not zero, 

(l"-2vIl2KI }lnvI') 

= (_)I-I'+l([K])*Q-l(Q + M)(Q - M + 1»)* 
[1') n(n - 1) 

x (l"vI II U(Kllll"vI'). (13b) 
This is a rewriting of Eq. (8), useful for checking 
purposes. For K equal to zero, Eq. (49) of Ref. 3(b) 
applies. The separate sums, EEl and e, are readily 
found for these relations. 

The use of Eq. (6) has been anticipated in the work 
above which is essentially given by Racah [Ref. 3(b), 
Sec. 6(6)] as has been noted. In fact, the appear­
ance of the above equations is readily changed by 
the use of correspondence. For later reference, we 
note the matrix elements of Eq. (6) if w = O. For 
even K, 

l([l][I])*(Q + M)t5(K,O) = +QWvI II U(K1EEllllnvI') 

+ Q + M (Q + l)(lllvI II U(Kle II lnvI')' (14a) 
Q-M+l ' 

and for odd K, 

+(l"vI II U(Kl EEl lllllvl') 

= + Q + M WvI II U(KlelllnvI'). (14b) 
Q -M+ 1 

It may be noted that to place n equal to v in these 
relations is to find a null result in each case. 

With this material in hand, a second step can be 
undertaken. This is to carry out sums over K, thus 
obviating the conditions on the signature of K, which 
prevail in thIs subsection. The matrix products so 
obtained are characteristic of the unitary and associ­
ative properties of the Racah coefficients. 

(3) Transformed Matrix Elements 

Under certain restrictions then, these matrix ele­
ments can be summed over their ranks, K, odd or 
even. If they are first multiplied by a Racah coefficient 
(before summing), this restriction is that the two 
parameters in one of the triads on K be equal. This 
already obtains in the elements at hand. The sum rule 
of interest is very simple. It may be called a partial 
or incomplete orthogonality relation.s The double 

8 M. Rotenberg, R. Bivins, N. Metropolis, and J. K. Wooten, 
The 3-j and 6-j SymiJols (Technology Press, Cambridge, Massachu­
setts, 1959), p. 14. Note differences from Eq. (15) above. 

sign is for even and odd e, respectively, 

~ [e](l ± (_ )"){c a f}{c a g} 
• adeade 

{
a c f}. = [gr1o(f, g) ± ( - )1+g a d g (15) 

It yields a matrix product quite different from the 
matrix element of Eq. (2) above. Its use may be said 
to display a third type of Racah transform,5 if the 
use of the unitary and associative properties of the 
coefficients separately (it can be derived immediately 
from these) is considered a first and second type, 
respectively. The new parameter which appears in the 
multiplying coefficient for transforms of this sort is 
seen to be definitive of the CFP in question. The 
"principal"D or "arbitrary"4 parent in fractional par­
entage formulas as found in these references does not 
emerge in the treatment given here. 

This transform procedure can be applied to Eq. 
(9) [Ref. 3(b), Eq. (11)] to yield the very simple 
formula 

+ ~ (l"-VI 211}n-lv*I*)(11l-1v*I*IWvI) 
v· 

1 • l{l 1* II2} = + ~ (_)1 +l ([J1][I*))~ 
VI II I II 

X (l"-VI2IW-VIl)(l"-VIlIWvI). (16) 

The definitive term here (and in the following formulas) 
is 1*. This formula is the companion to the well­
known one below. An obvious resemblance to a 
well-known identity in Clebsch-Gordan coefficients10 

may be remarked in passing. 
The two remaining parts of Eq. (6) are given in Eq. 

(14). Upon taking transforms according to Eq. (15) 
and combining the results, one can find, after some 
changes, another very simple formula, that of 
Redmond.4.2 It is not necessarily diagonal in v, and 
so reads, displayed after the fashion of the last 
formula, 

+(n + 1) ~ (lnvIIW+lv*I*)(ln+lv*I*{IIVI') 
v· 

= +t5(vI, v.'I') + n( _ )1+1'([1][1'])1 ~ {l 1* I} 
"II' l II I' 

X (l"vI{lln-VI1)(ln-VI11}1VI'). (17) 

The two formulas, Eqs. (16) and (17), may be dis­
cussed in terms of X and w. If Q and Q' are not equal, 

8 A. de-Shalit and I. Talmi, Nuclear Shell Theory (Academic 
Press Inc., New York, 1963), p. 274. 

10 L. C. Biedenharn, J. M. Blatt, and M. E. Rose, Rev. Mod. 
Phys. 24,249 (1952), Eq. (18). 
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then X must be one. The two formulas are the same, 
granted reciprocity and correspondence. A change 
in w has only that significance. For the diagonal case, 
Q = Q', Eq. (17) contains both values of X, but Eq. 
(16), of course, pertains to X = 1 only. 

Interest in n is much less than in v. If we take Eq. 
(17) diagonal in v, then the setting of n equal to v 
removes one of the sums. After minor changes, to 
bring all CFP to lowest terms, a most useful formula 
is found, which can, however, also be found directly 
from Eq. (11), if desired. 

(v + 1)(l"vII}l"+lv + l1*)(I"+lv + l1*{Wv1') 

= +<5(1 1') - v( - )1-1' ([1][1'])t (l"vI{IlV-Iv - 11*) 
, [Q][I*] 

X (lV-Iv - l1*I}I"v1') - (l"vI{II*I}l"v1'). (18) 

The shorthand on the far right-hand side is, generally, 

WvI{II*I}lnv'I') == _n(_)l+I'([I][1'])t 

X I {l 1* I}WVI{lln-Vl1)(ln-V1lI}IV1'). (19) 
"II' l ]1 l' 

This definition is made to fit Eq. (17). The reduced 
form of it, given in Eq. (18), has the qualities of 
(l"vI II U(K) II/"v' 1') shown in Eq. (10). Since only v 
and v-I appear on the right-hand side, and only v 
and v + 1 on the other, Eq. (18) is very well suited 
for explicit study of CFP in the seniority scheme. 

(4) Applications 

One-particle CFP have been calculated through all 
terms which occur as far as /7 in the seniority scheme.ll 
Many are known also in the j-j coupling scheme.12 

Nearly all recent calculations of any complexity have 
been made through the factoring of CFP, the method 
of Ref. 3(c). Formulas such as those above were not 
used since it was not known that they were compatible 
with useful classification schemes. They may, in fact, 
be used to calculate factors of CFP, as well as entire 
CFP, in a suitably chosen scheme and without any 
limiting dependence upon a principal parent, provided 
the relevant algebra is known. It is also expected that 
trilinear and other higher forms will be more and 
more important both in matrix elements and in CFP. 

11 C. W. Nielson and G. F. Koster, Spectroscopic Coefficients for 
the pfi, dn, and fn Configurations (Technology Press, Cambridge, 
Massachusetts, 1963). 

12 In Ref. 9, for example. 

Also new sum rules for matrix elements will be devel­
oped. Thus, it appears that application of the present 
methods will be exploratory in nature, in several 
directions. 

The seniority scheme at present allows a free phase 
to every new term. This freedom is not altered by any 
quasi-spin considerations, and every new term, QSL, 
enters twice into the expressions given here. However 
matrix elements or two-particle CFP of even rank K 
and off-diagonal in v are phase indicators for new 
terms. The relative phase within each row [of a table 
ofCFP as given, e.g., in Ref. 3(b)] are fixed, of course, 
as is also the over-all phase of any row but that for a 
new term. 

III. CONCLUSIONS 

The simplicity of the seniority scheme as now 
treated must prove useful in the future development 
of new classification schemes. The current work in 
quasi-spin shows the extent of the ideas on seniority 
given first in Refs. 3 (a)-(c). In particular, formulas 
of the type first noted by Redmond have now found 
their natural place in the seniority scheme. The con­
nection between these formulas and the method of 
calculating CFP offered in Ref. 3(b), Sec. 3, has also 
been established. 

The introduction of fully reduced matrix elements 
(independent of the number of par,ticles) emphasizes 
once again that important relations need only contain 
sets of angular momentum quantum numbers for the 
states involved and not their components. Thus, the 
idea of correspondence is but another expression of 
the Wigner-Eckart theorem.! 

The quasi-spin technique applied to bilinear forms 
has uncovered several new connections which were 
implicit, however, in the work of Racah. The result 
is to simplify the calculation of CFP. Further results 
can be anticipated in the form of new sum rules for 
matrix elements and matrix products and new phase 
determinations in cases of configuration mixing. 
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We discuss the theory of diffraction as a singular perturbation problem. Due to the presence of two 
different lengths-the wavelength and the characteristic geometric length of the scatterer-there exists 
no uniformly valid series expansion of the scattered field in the entire region. As such, two different 
expansions are needed; one of them is valid in the near region and the other in the far region. These two 
series are then matched in an appropriate fashion. It emerges from this analysis that first two terms of 
the required asymptotic expansion can be obtained by solving two simple problems of the potential 
theory. 

1. INTRODUCTION 

THE method of matched asymptotic expansions has 
grown in recent years. It has been applied to a 

variety of problems in fluid mechanics'! Recently it 
has also found its way to other branches of mechanics. 
We have recently studied the dynamic displacements 
in an elastic space with the help of this technique. 2 

In physical problems a general warning of singular 
behavior can be based upon dimensional reasoning. 
It turns out that a perturbation solution is uniformly 
valid in space and time coordinates unless the 
perturbation parameter m is the ratio of two lengths. 

The asymptotic nature of the theory of diffraction 
is well known.3 In the study of this theory there arise 
two lengths-the characteristic geometric length and 
the wavelength. Their ratio gives the perturbation 
parameter m. The problem is of physical interest for 
small as well as large values of m. Here we study the 
case when m is small. We develop simultaneously two 
expansions-an inner and an outer expansion. The 
inner expansion is valid close to the diffracting 
obstacle and satisfies the boundary conditions on the 
surface of that obstacle. The outer expansion is valid 
in the far region and satisfies the radiation condition. 
The simple principle of constraining the coordinates 
then helps us in matching these two series in an 
appropriate region. 

Although we have only considered the low-frequency 
expansions, this method is also applicable for high 
frequencies if we expand in the inverse powers of m 
and match the different series appropriately. The 
latter problem has recently been studied by Ursel,4 
who has rigorously established the asymptotic nature 
of the ray optics as the short wave limit of the wave 
optics. His analysis combined with the existence of 

1 M. Van Dyke, Perturbation Methods in Fluid Mechanics (Aca-
demic Press Inc., New York, 1964). 

• R. P. Kanwal, J. Math. Phys. 44, 275 (1965). 
3 K. O. Friedrichs, Bull. Am. Math. Soc. 61, 485 (1955). 
4 F. Ursel, Proc. Cambridge Phil. Soc. 62, 227 (1966). 

two characteristic lengths in the theory prove the 
applicability of the present technique to the short 
wave asymptotics as well. 

2. THE MATHEMATICAL FORMULATION 

The classic spatial diffraction problem consists of 
finding a function cps exterior to a finite obstacle with 
a smooth boundary B. This function satisfies the 
Helmholtz equation 

(V2 + k2)cps = 0, 

and obeys the boundary condition 

(1) 

cps = _cpi or ocps/on = -ocpi/on, (2) 

at the boundary B; and obeys the radiation condition 

lim r(~ cps - ikcpS) = 0. 
r-oo or (3) 

The function cpi gives the incident field which is known 
everywhere including the boundary B; while cps gives 
the scattered field. The quantity k is the wavenumber 

(4) 

and A is the wavelength. 
Let us now nondimensionalize Eq. (1) by intro­

ducing a characteristic geometric length a such that 
the position vector r is related to the nondimensional 
vector r' as 

r' = ria. (5) 

Equation (1) then becomes (after dropping the primes) 

(6) 

where, of course, cps has also been nondimensionalized 
appropriately depending upon the physical nature of 
cps. The number m is the same number as we recently 
encountered in elastodynamics.2 It is the ratio of the 
geometric length to the wavelength. This analysis is 
based on the assumption that m « 1, i.e., the geo­
metric length is much smaller than the wavelength. 

821 
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Let the inner expansion of cps be given as equation 
ex) 

cps = ! CPin)(m)n. (7) We take 
(18) 

(19) 

(20) 

n=O 

Since cp~'s are supposed to satisfy o~ly the inner 
boundary condition (2), we expand cp' also accord­
ingly: 

cpi = ! CP~n)(m)n. (8) 
n=O 

When we substitute the series (7) and (8) into Eqs. 
(6) and (2) (in its nondimensional form) we obtain the 
following system of equations for different orders of 
m: 

0(1) V2cpio) = 0; (9) 

cpio) = - cpio) or ocp(O)/on = - ocpio)/on , 
at B; (10) 

Oem) V2cph) = 0; (11) 

cp(O = - cpio or ocph)/on = - ocpi%n , 

r72-1. s -1.8 - O· v 'f'(2) - 'f'(0) - , 

at B; 

CP(2) = - CPi2) or Ocp'(2)/on = - Ocpt2)/on , 
at B. 

(12) 

(13) 

(14) 

Thus, to the order 0(1) and Oem), we get the classic 
problems in potential theory. 

To study the far region we constrain the coordinates 
and set 

x = mx, Y = my, Z = mz. (15) 

Equation (6) then becomes 

V2cp8 + cp8 = O. (16) 

If we define the outer expansion for cp8 as 
ex) 

cp8 = ! 1j!(n)(mt, (17) 
n=O 

and substitute in (16) then all the 1j!'s satisfy the 

and 
1j!(0) = 0 

irj-1j!(n) = e r. 

The radiation condition (3) (in its nondimensional 
form) is thus satisfied for cps. 

There remains the matching problem. It fortunately 
reduces to certain regularity conditions on CP(n) at 
infinity. To appreciate this point let us substitute (20) 
into (17), rewrite the terms in the variables x, y, z; and 
finally expand cps in increasing powers of m: 

eimr eimr eimr 

cp(outer) = 0 + m - + m2
- + m3

- + ... 
mr mr mr 

(21) 
or 

cp(outer) = ; + (i + ;) m 

+ (-ir + i + ~)m2 + O(m3
). (22) 

Comparing (7) and (22) we see that CP'tn/s have to 
approach certain simple functions in the far region. 
For cp(O) and CP'tl) we have very simple regularity 
conditions. To sum up: The first two terms of the 
inner expansion, i.e., CP'tO) and CP'tl) are the solutions of 
the classic potential equations satisfying simple 
regularity conditions at infinity. Such solutions are 
rather well known. For example, similar equations 
and boundary conditions arise in the study of polari­
zation potential and virtual mass5 ; and there the 
solutions have been given for many interesting shapes 
of the obstacles. 
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Orthogonality relations for the eigenfunctions of the one-speed transport equation are used to derive 
the corresponding closure relations. These express in a concise form the completeness properties 
previously proved by Case. 

I. INTRODUCTION 

THE plane-symmetric normal mode solutions to 
the equation of steady-state one-speed neutron 

transport with isotropic scattering possess a variety 
of completeness properties. These were all proved by 
Casel via construction of a solution to the singular 
integral equation for the expansion coefficients 
implied by a hypothetical representation of an 
arbitrary function in terms of some set of the eigen­
functions. In such an approach the form of the 
expansion coefficients appears as a by-product of the 
completeness proof. In a later paper2 (henceforth 
referred to as I), a set of orthogonality relations was 
presented, which may be used to determine expansion 
coefficients directly. On the other hand, as we show, 
these relations also provide a completeness proof in a 
more conventional form. That is, by the use of our 
knowledge of the normalization coefficients contained 
in the orthogonality relations, we exhibit the closure 
property for Case's eigenfunctions by direct calcula­
tion. Acquaintance with paper I is assumed, and 
definitions and notation are borrowed from there. 

First, in Sec. II we show that the set of continuum 
eigenfunctions {4>vCu)} , el ~ y ~ fJ, obey a closure 
relation with respect to the interval [el, fJ] whenever 
el and fJ both lie in the open interval ( - I, I). Then, in 
Sec. III we discuss the lack of uniqueness or "over­
completeness" that arises when el and fJ are both 
positive or both negative, and indicate the modifi­
cations necessary when el or fJ take on the special 
values ±I. 

II. PARTIAL RANGE COMPLETENESS 

The expansion coefficient A(Y) in 

'IjJ(ft) = s: A(y)(Mft) dy (1) 

is conveniently calculated by application of the 

* Permanent address: Institute of Physics, University of Ljubljana, 
Ljubljana, Yugoslavia. 

1 K. M. Case, Ann. Phys. (N.Y.) 9,1 (1960). 
2 l. Kuscer, N. J. McCormick, and G. C. Summerfield, Ann. Phys. 

(N.Y.) 30, 411 (1964). 

orthogonality relation [Eq. (1.22)] 

f .p.(ftH..{ft)Yo{f.t) dft = Yo(y)A+(Y)A-(y)o(y - v'). 

(2) 

(Here and henceforth we choose for the principal­
value integral with two singularities in the integrand 
the same interpretation as used by Case. l •3) From the 
right-hand side of Eq. (1) we obtain 

f .pv.(ft)Yo(ft) dft s: A(y).pift) dy 

= A(yl)YO(yl)A +(yl)A -(yl). (3) 

The procedure is legitimate whenever the functions 
involved are such that the order of integration on the 
left-hand side of the last equation can be reversed by 
application of the Poincare-Bertrand formula. 4 

If the above method is formally applied to the 
function tp(ft) = o(ft - ft'), a closure relation im­
mediately follows: 

(P,/.. (,,),/.. ( ') Yo(ft') dy _ o( _ ') 
J~ 'I'.\f" '1'. ft Yo(Y) A+(y)A-(y) - ft ft, 

ft,ft' E [el, .8], -1 < oc <.8 < 1. (4) 

Our main goal is to prove this identity in a direct way. 
We may remark that the convergence of the integral 
for ft:F p,' is ensured since the factor Y[YO(y)]-l 
possesses at most a weak (i.e., integrable) singularity 
(cr., the discussion at the beginning of Sec. Ill), 
whereas the factor [A + A-]-1 is well behaved. 

Substituting the expression (I.2c) [i.e., Eq. (2c) 
of Ref. I. This notation is applied several times 
throughout this paper] for .p.(ft), we obtain two 
o-function contributions from the left-hand side of 
Eq. (4): a term 

[J.2{f.t)/A+{f.t)A-{f.t)]o(ft - fl') 

due to the product of the 0 functions appearing 
explicitly in .pv, and a term 

[7Tc2fl2/4A+(ft)A-(ft)]O{f.t - ft/) 

3 I. Kuscer and N. J. McCormick, Nucl. Sci. Eng. 23,404 (1965). 
• N. I. Muskhelishvili, Singular Integral Equations (P. Noordhoff, 

Ltd., Groningen, The Netherlands, 1953). 
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arising from the application of Eq. (1.9). According to 
Eq. (l.4b), both contributions together give just the 
right-hand side of (4). 

We are left· with the task of showing that the 
remaining part of the integral in (4) vanishes. Since 
this part has the form 

YoV/)[I(P) - 1(fJ-')]/(fJ- - fJ-'), (5) 

III. OVERCOMPLETENESS AND 
UNDERCOMPLETENESS 

We still have to see under what conditions the 
closure relation (4) is unique, and what happens when 
oc = -lor fJ = 1, or both. To this end we reexamine 
the proof of the preceding section to ascertain when 
it may be, or may need to be, modified. 

Since closure implies the mutual orthogonality of all 
the eigenfunctions involved, the question of unique­
ness is answered simply by trying out all weight 
functions which produce orthogonality. These func-

(6) tions are listed in paper I; and if they are derived 
by the constructive method of Case and Zweifel,s it 
can be seen that the list is complete. 

we only need to demonstrate that 1(fJ-) is a constant. 
In view of the identities 

1 1 Cp A-Cp) ± A+(p) __ ± __ = __ .o....;:... __ ~ 

xt(p) Xo(p) 2 yb)A+(v)A-(p) 

{ 

cp}.(v) 

yo(v)A+(v)A-(v) , 

- 2 .(CV)2 1 
- 'IT: "2 yo(v)A+(p)A-(p)' 

(7+) 

(7-) 

which are obtained from Eqs. (T.4b) and (Ll7), the 
integralterm on the right-hand side of (6) is equal to 

(8) 
where 

No(z) == _1 (P[_l - _1 J~. 
2'ITi J~ xt(p) Xo(v) l' - z 

(9) 

This may be written also as 

N (z) - -1-1-1-~ 
o - 2' v (')' ' 'lTl a AO z Z - Z 

(10) 

where the integration is carried out in the clockwise 
direction over a closed loop which surrounds the cut 
(oc, fJ) but leaves the point z outside. We deform this 
contour into a large circle to obtain 

No(z) = [l/Xo(z)] - 1, (11) 

where we have used the fact that Xo(z) possesses no 
zeros in the cut plane and tends to 1 as z -+ 00. 

Therefore, 

UNt<fJ-) + No(fJ-)] = ![+ + _1 -J - 1, (12) 
2 Xo(fJ-) Xo(fJ-) 

and by the use of identity (7 +) we see that the 
variable term here just cancels the other term in (6). 
Thus 

(13) 

remains, so that the expression (5) vanishes, and the 
closure relation (4) is verified. 

The analysis hinges on the behavior of the function 
Yo(v) on the interval [IX, fJ] over which it is defined. It 
can be seen l that yo(v) is real finite, and nonvanishing 
in the interior of the interval, except for the trivial 
zero at v = O. At the end points this function has, at 
most, weak zeros or weak infinities. That is to say, 

yo(v),......, (fJ - p),ep), l' -+ fJ, 
,....,., (1' - IX)-r(a), l' -~ IX. (14) 

As long as IX > -1 and fJ < 1, the exponents here 
are < 1 in magnitude. In fact 'T(x) is an odd mono­
tone function with 'T(l) = 1. 

In view of the relation 

(IS) 

no generality is lost by restricting ourselves to the 
case fJ > O. Let us try, still for -1 < oc < fJ < 1, to 
repeat the derivation of Eq. (4), with Xo(z) substituted 
by an a arbitrary X function obeying the conditions 
mentioned in I: 

X(z) = (a - bz)(c - dz) Xo(z), if oc < 0, (l6a) 
(z - 1X)(fJ - z) 

X(z) = (a - bz) X (z) 
(fJ - z) 0 , 

if (X ~ 0, (16b) 

with arbitrary a, b, c, d. The corresponding functions 
y(v) and N{z) are defined by Eq. (USa) and by an 
equation of the form (9), respectively. In the analog 
of Eq. (11), an additional term containing z crops up, 
due to the residues of the integrand at z = alb and 
z = c/d (at infinity if b = 0 or d = 0). Consequently 
the term corresponding to (5) now does not vanish. 

We have tacitly avoided the choice alb = c/d = (X 

or fJ in Eq. (l6a) or alb = oc in (l6b). In view of Eq. 
(14), whenever IX ~ 0, such a choice causes the 

S K. M. Case and P. F. Zweifel, Linear Transport Theory (Addison­
Wesley Publishing Company, Inc., Reading, Massachusetts, 1967). 
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function y(v) to acquire a strong zero at the re­
spective end point, which prevents the integral in 
Eq. (4) from converging. Thus, although orthogonality 
is produced by three linearly independent weight 
functions if IX < 0, or by two if IX = 0, in these two 
cases Yo(v) is the only such function allowed in the 
closure relation (4). This agrees with Case's statement! 
that for any such interval the expansion (1) is unique. 

An apparent paradox arises when orthogonality 
relations with different weight functions are applied to 
Eq. (1). In contradiction to the established uniqueness 
of this expansion, different expansion coefficients A(v) 
seem to follow. However, a closer inspection shows 
that, although orthogonality relations are formally 
valid for any of those weight functions Y(ft), only one 
of them, Yo(ft), can be used for the determination of 
expansion coefficients. The trouble stems from the 
weak infinities of A(v) and of the "useless" weight 
functions at one of the end points, where, e.g., a 
behavior like (fJ - V)-T(P) and (fJ - ft)-HT(P) is en­
countered. The two exponents add up to -1, whereby 
the Poincare-Bertrand formula breaks down,4 and 
consequently the equation corresponding to (3) 
becomes invalid. (The integral over ft on the left-hand 
side diverges.) 

The situation is different if IX > 0, because then the 
function 

Y1(V) == [(v - 1X)/(fJ -v)]Yo(v) (17) 

is a valid substitute for Yo (v), and we indeed get two 
closure relations. Similarly, for an arbitrary "P(ft) we 
obtain two different expansions (1), one from the 
orthogonality relation with the weight Yo(ft), and the 
other with Y1(ft). Their difference gives an expansion 
with the sum zero, 

iP 
A(v)4>,.(ft) dv = 0, (18) 

A(v) oc cv 1 ,(19) 
2 (v - lX)yuCv)A+(v)A-(v) 

as can be verified directly. We may say that the set 
{4>vCft)}, IX S v s fJ, now is overcomplete (not linearly 
independent) in the interval IX S ft S fJ.1 

It should be emphasized that for ° < IX < fJ < 1 
only the two weight functions Yo(ft) and Y1(ft) are 
useful for determining the expansions of "P(ft). Linear 
combinations of Yo and Y1' although formally per­
mitted in the orthogonality relation (2), fail in Eq. (3), 
because again the Poincare-Bertrand formula breaks 
down at one of the end points. For the same reason, 
none of the orthogonality relations can be applied to 
linear combinations of the two expansions. In 
particular, this warning holds for Eqs. (18), (19), 
which therefore do not contradict orthogonality. 

Whenever fJ = 1, the proof given in Sec. II breaks 
down in its first step, since Yo(v) f"oo.J (1 - v) in the 
neighborhood of v = I and the integral in (4) diverges. 
However, in the particular case ° < IX < fJ = 1 the 
closure relation (4) is valid with Yo(v) replaced by Y1(V), 
Eq. (17). Of course, the proof is the same as before. 
Hence, here again we have unique expansions in 
terms of the continuum modes alone, in agreement 
with Case. 

We consider finally the case fJ = 1, IX S 0, and 
try to use again a general X function and a corre~ 
sponding Y function. It turns out that no such com­
bination leads to a closure relation of the form (4), 
because either the integral there diverges, or a residue 
of the r,!!ciprocal X function leads to an additional 
term. We are thus forced to the conclusion that the 
continuum eigenfunctions alone no longer form a 
complete seU 

However, the set {4>.} may be made complete by 
the addition of only one (two, in the case IX = -1, 
fJ = 1) new function, linearly independent of the 
continuum N.}. One such function is the discrete 
eigenfunction 

4>+({t) = tCYo[Ijevo - ft)], (20) 

which is automatically introduced by repeating the 
derivation of Sec. II with 

Xlz) == [(Yo - z)/(1 - z)]Xo(z), (21) 

and with the corresponding functions Y2(ft) and N2(z). 
(For simplicity we exclude the case C = 1, so that 
Vo ¥= 00.) When proceeding from Eq. (10) to Eq. (I 1) we 
get an extra term, namely the residue of the integrand 
at z' = Vo. Let us quote the final result for the half­
range (IX = 0, fJ = 1): 

Y2(ft'>[f 4>.(ft)4>.({t') yb)A :~v)k(V) 
+ 4>+(ft)4>+(ft') (c~J ~o~o~J = b(ft - ft')· (22) 

This agrees with what follows from the orthogonality 
relations (LAI), (LA2), (LA4), if the different 
notation used there is taken into account: 

y(z) = Yo(z)/(1 - z) = Y2(Z)/(Vo - z). 

In the full-range case (IX = -1, (J = 1), two 
discrete terms are needed for completion, for instance 
the two discrete eigenfunctions 4>+(ft) and 4>-(ft)· 
These are introduced by taking 

v~ - Z2 A(z) 
XaCz) == 1 _ Z2 Xo(z) = 1 _ c· (23) 
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Pursuing the same procedure as before we obtain 

,u'{fl~hl)~.(,u') vA+(:;A-(V) 

+ [~+(,u)~+(,u') - ~-(,u)~-(,u')] 2: )} 
cVo (vo 

= ~(,u - ,u'), (24) 
where 

N(vo) == [dA(Z)] = ~ _ 1 (25) 
dz .='0 v~ - 1 Vo 

The result is seen to correspond to the known 
orthogonality relations for the full range case. l 

Recollecting what has been said about completeness 
of the eigenfunctions we recover the classification 
given by Case. In short, we can state that the set of 
continuum modes ~.(,u), IX ::;; V ::;; (3, -1 ::;; IX < (3 ::;; 1, 
with respect to expansions in the interval IX ::;; ,u ::;; (3, 

is overcomplete, whenever this interval does not 
contain any of the three special points -1, 0, 1; 

is complete if the interval contains one of those 
points; 

is undercomplete if it contains two (or all three) of 
those points, and can be completed by addition of one 
(or two) further function, e.g., ~+(,u) or ~-(,u) (or 
both). 

IV. COMMENTS 

The discussed closure relations are not entirely 
new, certainly not for the full range and the half 
range [Eqs. (24) and (22)]. For these two cases they 
are encountered in connection with the Green's 
function for the infinite medium and with the solution 
of the albedo problem for the semi-infinite medium, 
respectively.I.5 Hence, the above considerations repre­
sent nothing more than a demonstration that the 
~ function is truly reproduced by the expansions. So 
is any other function which we would expand. 

Instead of deriving the closure relation from the 
orthogonality relations, one could alternatively prove 
the closure relation first, and derive the orthogonality 
relations therefrom. The factor needed in the integrand 
ofEq. (4) can be constructed in a way very close to that 
used by Case and Zweifel5 for the orthogonality 
relations. Such an approach may have some peda­
gogic value as a short way of introducing Case's 
formalism from the start. A brief sketch is given in 
the following. 

The eigenfunctions ~.(,u) satisfy the equation 

(v - ,u)~v(,u) = tcv, (26) 

which we write down twice, for the values ,u and ,u'. 
We multiply both sides of the first equation by 

(2/cv)~.(,u')G(v)dv, 

and of the second by 

(2/ cv )~v(,u )G( v )dv, 

where G(v) is a function to be determined later. 
After integration and subtraction we obtain 

(,u - ,u')f.P ~ ~v(,u)~.(,u')G(v) dv 
" cv 

= f: ~v(,u)G(v) dv - f: ~v(,u')G(v) dv. (27) 

If a closure relation with the "weight" (2/cv)G(v) 
exists, the integral on the left-hand side is zero for 
,u :F ,u'. Hence we must require that 

f: ~v(,u)G(v) dv = const. (28) 

This is a singular integral equation, like those con­
sidered by Case. By applying the usual techniquel •5 

we find that the solutions G(v) indeed are the same as 
implied by the results of Secs. II and III. 

The difference between Eq. (28) and the equation 
involved in the constructive determination of the 
orthogonality relations5 lies in the interchanged role 
of the variables v and ,u, which means that the 
equations are the ad joints of each other, in Musk­
helishvili's sense.4 This explains why the number of 
linearly independent orthogonality relations in general 
differs from the number of linearly independent 
closure relations. 

Let us conclude with remarks about possible 
generalizations. A closure relation for the two-media 
case2 can immediately be written down. Also the more 
general scheme with a variable c(v), useful with a 
simple model of energy-dependent neutron transport 
or of nongrey radiative transfer,6.7 can be worked out 
without difficulty. In addition, a generalization to 
anisotropic scatteringS•9 is also possible. 
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In a previous paper we considered the function X(r) == (lIN) Ik e ik .r , where the sum runs over the 
first Brillouin zone of a crystal, and its expansion into series of Cubic Harmonics K;: x(r) = Ij~og;(r) x 
K;(O, fP). Houston's method was used in order to find the radial functions g;(r) for several values of j, 
for x(r) given for the simple cubic and the face-centered cubic lattices. In this paper, the same con­
siderations are applied to x(r) given for the body-centered lattice. g;(r), with j = 0,2,3, are calculated 
in the region of small r which is assumed as 0 ~ r ~ 2a, where a is the lattice constant. In most of the 
problems of solid-state physics, where the function x(r) occurs, it is satisfactory to know its values only 
for small r, usually not larger than 2a. The functiongo(r) is calculated using 3-, 6-, and 9-term expansion 
formulas,g.(r) andga(r) using only 3- and 6-term formulas. Comparingg;(r) obtained from the formulas 
with different number of terms it is established that, for r in the region (0, 2a), the 6-term approximation 
is very good. 

1. INTRODUCTION 

I N a previous paperl we discussed a simple way of 
integration of the following integrals 

w = ~ I feik.r<P*cr) dr, (Ll) 
N k 

which occur in certain problems of solid-state physics. 
The sum over k runs over the first Brillouin zone of a 
crystal and we are interested only in cubic structures. 
In (1.1) we used the name x(r) for a function 

x(r) = ~ I eik.r • 
Nk 

(1.2) 

This function transforms according to the irreducible 
representation r 1 of the cubic group Ok' The value 
of W is different from zero only for functions <P(r) 
that also possess r 1 symmetry. We have been inter­
ested only in such functions. 

It was shown that W might be calculated easily 
when both functions in integrand x(r) and <P(r) were 
expanded into series of Cubic Harmonics K j for r l 
representation. <P(r) is usually expressed as a com­
bination of atomic orbitals and its expansion into 
series of Cubic Harmonics is easily established. Our 
main purpose was to find the radial functions g;(r) in 
the expansion of X(r) 

(1.3) 

1 M. Mi!lsek, J. Math. Phys. 7,139 (1966), hereafter referred to as I. 

It was said before that in most of the solid-state 
problems the functions <P(r) are determined only in 
the region of small r so that the integration in (1.1) 
goes only over small region in the space. Therefore 
we were interested in the values of g;(r) only for small 
r. The region of calculation was assumed as 0 =:;;; 
r =:;;; 2a, where a is the lattice constant. Furthermore 
it was established that in such a region only gj(r) with 
lowest j's are of importance. Houston's method 
appeared very useful in order to find g;(r) with lowest 
j's and for small r.2 

In I Houston's method was used in order to find 
g;(r) with j = 0, 2, 3 in the case of simple cubic and 
face-centered cubic lattices. This paper deals with the 
function x(r) for body-centered cubic lattice. We 
calculate the function go, g2, and ga. In order to 
check the proper behavior of these g;(r) for small r 
we calculate them using expansion formulas with 
different numbers of terms [Paper I; (2.2), (2.2'), 
(2.2"), (2.3), (2.3'), (2.4), (2.4')]. 

2. THE FUNCTIONS gj(r) FOR A SUM OF 
PLANE WAVES IN A BODY-CENTERED 

CUBIC LATTICE 

The analytical expression for the function x(r) is 
found from [1; (3.7)] by exact integration over the vol­
ume of the Brillouin zone for the body-centered cubic 
lattice which is given as a rhombic dodecahedron. 

• w. V. Houston, Rev. Mod. Phys. 20, 161 (1948). 
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828 M. MIASEK AND H. DODZIUK 

TABLE I. The function go(OC)/(41T)! for the body-centered cubic TABLE II. The functions ga(OC)/(41T)! and g3(11.)/(41T)! for the 
structure. body-centered cubic structure. 

0( g~3)(I1.)/(41T)t g~·)(OC)/(41T)t g~')(0()/(41T)t oc g~3)(oc)/(41T)t g~6)(:x)/(47T)! g~3)(0()/(47T)t g~·)(0()/(41t)! 

0.00 1.0000 1.0000 1.0000 0.00 0 0 0 0 
0.05 0.9938 0.9938 0.9938 0.05 0 0 0 0 
0.10 0.9755 0.9755 0.9755 0.10 0 0 0 0 
0.15 0.9456 0.9456 0.9456 0.15 0 0 0 0 
0.20 0.9048 0.9048 0.9048 0.20 0.0001 0.0001 0 0 
0.25 0.8542 0.8542 0.8542 0.25 0.0003 0.0003 0 0 
0.30 0.7952 0.7952 0.7952 0.30 0.0007 0.0007 0 0 
0.35 0.7292 0.7292 0.7292 0.35 0.0012 0.0012 0 0 
0.40 0.6579 0.6579 0.6579 0.40 0.0020 0.0020 -0.0001 -0.0001 
0.45 0.5831 0.5831 0.5831 0.45 0.0030 0.0030 -0.0001 -0.0001 
0.50 0.5065 0.5065 0.5065 0.50 0.0043 0.0043 -0.0002 -0.0002 
0.55 0.4299 0.4299 0.4299 0.55 0.0059 0.0059 -0.0004 -0.0004 
0.60 0.3549 0.3549 0.3549 0.60 0.0077 0.0077 -0.0006 -0.0006 
0.65 0.2831 0.2831 0.2831 0.65 0.0097 0.0097 -0.0009 -0.0009 
0.70 0.2159 0.2158 0.2158 0.70 0.0119 0.0119 -0.0013 -0.0013 
0.75 0.1544 0.1542 0.1542 0.75 0.0142 0.0142 -0.0019 -0.0019 
0.80 0.0994 0.0992 0.0992 0.80 0.0165 0.0165 -0.0026 -0.0026 
0.85 0.0517 0.0513 0.0513 0.85 0.0187 0.0186 -0.0034 -0.0034 
0.90 0.0116 0.0111 0.0111 0.90 0.0207 0.0205 -0.0044 -0.0044 
0.95 -0.0206 -0.0214 -0.0214 0.95 0.0223 0.0222 -0.0056 -0.0056 
1.00 -0.0452 -0.0462 -0.0462 1.00 0.0236 0.0234 -0.0070 -0.0069 
1.05 -0.0625 -0.0638 -0.0638 1.05 0.0244 0.0241 -0.0085 -0.0084 
1.10 -0.0729 -0.0747 -0.0747 1.10 0.0247 0.0242 -0.0101 -0.0100 
1.15 -0.0772 -0.0795 -0.0795 1.15 0.0243 0.0238 -0.0118 -0.0117 
1.20 -0.0761 -0.0790 -0.0790 1.20 0.0234 0.0227 -0.0135 -0.0134 
1.25 -0.0707 -0.0742 -0.0743 1.25 0.0219 0.0211 -0.0152 -0.0151 
1.30 -0.0618 -0.0661 -0.0661 1.30 0.0199 0.0189 -0.0168 -0.0168 
1.35 -0.0504 -0.0555 -0.0555 1.35 0.0174 0.0163 -0.0183 -0.0183 
1.40 -0.0374 -0.0433 -0.0434 1.40 0.0145 0.0132 -0.0196 -0.0196 
1.45 -0.0237 -0,0305 -0.0306 1.45 0.0113 0.0100 -0.0207 -0.0206 
1.50 -0.0102 -0.0178 -0.0179 1.50 0.0080 0.0066 -0.0214 -0.0213 
1.55 0.0026 0.0059 -0.0060 1.55 0.0047 0.0032 -0.0217 -0.0217 
1.60 0.0140 0.0048 0.0046 1.60 0.0014 0.0000 -0.0216 -0.0217 
1.65 0.0237 0.0138 0.0136 1.65 -0.0016 -0.0030 -0.0211 -0.0212 
1.70 0.0313 0.0210 0.0207 1.70 -0.0043 -0.0055 -0.0202 -0.0203 
1.75 0.0366 0.0260 0.0257 1.75 -0.0066 -0.0076 -0.0188 -0.0190 
1.80 0.0397 0.0290 0.0286 1.80 -0.0084 -0.0091 -0.0170 -0.0172 
1.85 0.0406 0.0301 0.0295 1.85 -0.0097 -0.0100 -0.0149 -0.0151 
1.90 0.0395 0.0294 0.0287 1.90 -0.0104 -0.0103 -0.0124 -0.0127 
1.95 0.0366 0.0271 0.0264 1.95 -0.0106 -0.0100 -0.0097 -0.0101 
2.00 0.0323 0.0237 0.0228 2.00 -0.0103 -0.0091 -0.0068 -0.0073 

We have the following expression: 
are given in (I; 4.2). 

Xbel.'(r) 
bcc 2. 

= (;)32(X4 + y4 + Z4 _ 2x2y2 _ 2iz2 _ 2z2x2r1 X.4 = 3' S10 IJ' .4(1 - cos IJ' .4), 
1J'.4 

bcc 1. ( .) 
[ . TTX ( 7Ty 1TZ 1TX) XB = -2 S10 IJ'B IJ'BCOS IJ'B + S10 IJ'B' X X S1O- cos- cos - - cos- 21J'B a a a a 

• 7Ty ( 1TZ 1TX 1TY) bcc 2. 
+ yS1O- cos-cos- - cos- Xo ="3 sm lJ'o cos lJ'o(1 - cos lJ'o), 

a a a a lJ'o 

• 1TZ ( TTX 1Ty 1TZ) ] (2.1) 
bcc 

= ~ sin IJ'D(5 - 6 sin2 IJ'D - 5 cos IJ'D + Z S10 - cos - cos - - cos - . XD 
a a a a 91J'D 

In order to calculate g;(r) we have to find the ex- + 8 cos IJ'D sin2 IJ'n), 

pres8ions for x(r) for nine directions A, B, ... , 1. bce 1. 2 
XE = -3810 IJ'E 

These directions are specified in Paper I and the 41J'E 
quantities 1J'.4' •. " IJ'I occurring in the formulas below x [IJ'E(3 - 4 sin2lJ'E) + sin IJ'E cos IJ'El, 
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bee 2. (9 28' 9 20 . 4 XF = --3 sm fPF - + sm~ fPF - sm fPF 
15~F 

+ 9 cos fPF - 16 sin2 fPF cos fPF), 
bee 1. 3 

Xo = -a sm fPo COS fPo 
6fPo 

x (6 + 21 sin2 fPo + 16 sin4 fPo), 
bee 1. 2 

XH = --3- sm fPH 
12fPH 
X [fPH(9 - 62 sin2 fPH + 116 sin4 fPH 

- 64 sin6 fPH) + sin fPH cos fPH 

X (3 - 10 sin2 fPH + 8 sin4 fPH)]' 
bee 1 . 3 

XI = --3 sm fPI COS fPI 
10fPI 
X (10 - 75 sin2 fPI + 144 sin4 fPI - 80 sin6 fP/). 

(2.2) 
From the considerations in I, it follows that the g; are 
in fact functions of ex = ria so that they depend only 
on the type of the structure. go(ex) is calculated using 
3-, 6-, and 9-term formulas [I; (2.2), (2.2'), (2.2")]. 
The functions are tabulated in Table I. We can draw 

JOURNAL OF MATHEMATICAL PHYSICS 

the same conclusions as in the cases of simple cubic 
and face-centered cubic lattices. For ex < 1 the 
agreement between g~a), g~6), and g~9) is excellent; 
for 1 < ex ~ 2 the 3-term function g~3) differs dis­
tinctly from g~6) and g~9). Let us consider the differ­
ences (g~6) - g~3» and (g~9) - g~G»: at ex = 1.15 
(that is, about the first minimum of go) 

g (6) _ g(S) = -00023 g(9) _ gIG) - 0 
00 ., 00-' 

at ex = 1.85 (that is, about the second maximum of go) 

g~6) _ g~3) = -0.0105, g~9) _ g~6) = -0.0006. 

g~9) is of course a better approximation of exact go 
than g~6) but we see from the table that in the con­
sidered region g~9) and g~6) differ only very slightly for 
ex < 2 so that g~6) is a good approximation there. 

g2(ex) and gs(ex) are calculated using only 3- and 
6-term formulas [I; (2.3), (2.3'), (2.4), (2.4')] and they 
are tabulated in Table II. In this case the agreement 
between g}S) and g}6) is very good for ex < 1. 

These functions g;Cr) for 0 ~ r ~ 2a are very useful 
in calculations for alkali metals. 
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1. INTRODUCTION IN 1916: Einstein established his celebrated field 

equatIOns Rik = 0 (1.1) 

as a description of a pure gravitational field. 1 Since 
Riemannian geometry is apparently void of anti­
symmetric elements, he came to the conclusion that 
the realm of electromagnetic phenomena must be 
beyond the scope of Riemannian geometry. In his last 
efforts he settled on a theory which abandoned the 

1 A. Einstein, Ann. Physik 49,769 (1916). 

symmetry of the metrical tensor gik and replaced it by 
a general nonsymmetric field. 2 

On the surface it appears that Einstein actually 
exhausted all the possibilities of Riemannian geometry 
in his great paper of 1916. A closer examination 
reveals, however, that certain apparently natural 
assumptions may have oversimplified the picture. 
Quite apart from the fact that Einstein's gravitational 
equations put the matter tensor equal to zero and thus 

2 A. Einstein, The Meaning of Relativity (Princeton University 
Press, Princeton, New Jersey, 1955), 5th ed., p. 133. 
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bee 2. (9 28' 9 20 . 4 XF = --3 sm fPF - + sm~ fPF - sm fPF 
15~F 

+ 9 cos fPF - 16 sin2 fPF cos fPF), 
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6fPo 
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give no clue concerning the structure of elementary 
particles, he makes a further hypothesis, based on 
phenomenological evidence, which may not hold on 
a deeper plane. Arguing on the basis of the apparently 
universal validity of Lorentz transformations, Einstein 
assumes that in vacuum, far away from matter, the 
curved nature of the space-time world is only weakly 
represented. Accordingly he puts the line element in 
the form 

gik = (jik + Yik (1.2) 

(using Minkowskian coordinates), considering Yik as 
a small correction term.3 

The possibility of a strongly curved submicroscopic 
world, which appears only macroscopically fiat, 
cannot be discounted. In the last few years the author 
elucidated various aspects of a metric, which was 
obtained as a weak perturbation of a strongly agitated 
background field of fourfold periodicity.4 The fact 
that under ordinary circumstances this background 
field does not come in explicit evidence is explainable 
by the extraordinary smallness of the fundamental 
lattice constant (obtained by putting the three 
fundamental universal constants Ii, c, and 87TY equal 
to 1). 

The mathematical analysis of such a universe is 
greatly facilitated by the introduction of the principal 
axes of the matter tensor as basic frame of reference. 
This is in harmony with the tetrad formulation of 
general relativity, advocated by Einstein himself, in 
his theory of distant parallelism.5 The four unit 
vectors of the orthogonal tetrad hik' together with the 
four eigenvalues aa' yield 20 quantities, which are 
necessary and sufficient for an algebraic representation 
of metrical tensor and matter tensor, at every point 
of the manifold, according to the equations6 

gik = hiahka , 

Tik = a ahiahka . 

(1.3) 

(1.4) 

[The replacement of Rik by Tik merely changes the 
eigenvalues aa by a constant; the puzzling feature that 
in (1.4) the sum index a appears in three factors is 
removed by the general convention that in the 
counting of sum indices the eigenvalues aa are never 
included.] 

It is clear that the validity of Eqs. (1.1), or even 
that of the "cosmological equations" 

Rik = Agik (1.5) 

would interfere with the construction of the elemen­
tary tetrads by removing the uniqueness of the 

3 A. Einstein, Sitzber. Preuss. Akad. Wiss. 1916,688 (1916). 
4 C. Lanczos, J. Math. Phys. 4, 951 (1963); Phys. Rev. 134,8476 

(1964). 
• A. Einstein, Math. Ann. 102, 685 (1930). 
• C. Lanczos, J. Math. Phys.7, 316 (1966), Eqs. (2.16) and (2.17). 

principal axes. We assume that these equations do not 
hold on the submicroscopic level. However, we assume 
that the four principal axes, although microscopically 
well determined, are macroscopically isotropic (in 
analogy to the behavior of crystals of cubic symmetry). 
By this assumption the otherwise very large number of 
constants, which characterize the microlattice in 
macroscopic relations, can be greatly reduced. For 
example, the cosmological equations (1.5), although 
locally inapplicable, become the correct macroscopiC 
description of the lattice field (in view of the extra­
ordinary smallness of the lattice constant, even atomic 
and subatomic regions have to be considered as 
macroscopic. We see later that a slight deviation from 
complete macroscopic isotropy has to be assumed in 
order to..cope with the world of physical facts). 

The basic lattice field as it stands is of no direct 
physical significance, due to its too great uniformity. 
The world of physical observations is superimposed 
on the lattice and our first attention is devoted to the 
"vacuum", i.e., regions of the space-time world, 
which are free of physical matter and sufficiently far 
from the central core of material particles to permit a 
linear approximation. We then are in the domain of 
Einstein's equation (1.2), which, however, must now 
be written in the form 

gik = gik + (jgik (1.6) 

to which we have to add (since the matter tensor is not 
zero in our case) 

Tik = Tik + (jTik • (1.7) 

The variation of Eqs. (1.3) and (1.4) yields 

(jgik = hia(jhka + hka(jhia , (1.8) 

(jTik = aahia(jhka + aahka(jhia + hiahka(jaa' (1.9) 

The four infinitesimal vectors (jh ia are reducible to an 
infinitesimal tensor of second order of mixed com­
ponents tp~ by putting [cf., Ref. 6, Eq. (4.2)] 

(jhia = tpfh/la ' (1.10) 

In terms of this tensor Eqs. (1.8) and (1.9) become 

(1.11) 

(j7;k = tpfT/lk + tp~T/li + hiahka(jaa' (1.12) 

Einstein, in his theory of distant parallelism, 
attempted to enrich Riemannian geometry by new 
elements. In his theory the 16 hia are the fundamental 
quantities which form the basis of geometry. In our 
considerations the elementary tetrads appear as the 
result of a principal axis transformation, without 
modifying the basic tenets of Riemannian geometry. 
The 20 quantities hia and aa are not independent of 
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each other, because the Tik are expressible in terms of 
the gik and their first and second derivatives. This 
yields 10 partial differential equations of second order 
between the 20 quantities hia and aa' The remaining 
10 equations are provided by the 10 field equations by 
which we single out a certain class of geometries from 
the general group of arbitrary Riemannian geometries. 
In the end we have 20 equations for 20 quantities. 

The same conditions return in relation to the 
perturbation problem. In consequence of the defini­
tion of the matter tensor we can express 0 Tik in terms 
of Ogik and its first and second derivatives. But then 
Eq. (1.12) results in 10 partial differential equations of 
second order between the 20 quantities rpi and oaa. 
These relations are purely caused by the nature of the 
principal-axis system, and not by the nature of a 
specific Riemannian geometry. The specification of a 
definite geometry by field equations adds 10 more 
equations, which makes our problem uniquely 
determined. In the present investigation we do not 
raise the question of the field equations. Our aim is 
reduced to the investigation of those equations, which 
follow from the nature of the principal-axis system, 
irrespective of the field equations. 

The only exception we make is that we want to 
assume the universal validity of the scalar equation 

R = const, (1.13) 

which is an exact consequence of the quadratic action 
principle. 7 In this case 

a1 + ... a4 = const (1.14) 

and thus the variation of the aa can be submitted to 
the condition 

(1.15) 

Now, it so happens that for macroscopic effects only 
the sum of the four oaa can playa role, if the basic 
lattice satisfies the condition of macroscopic isotropy. 
Since this sum vanishes, we can from the beginning 
omit the perturbation of the eigenvalues and write 
(1.12) in the form 

OT;k = rpfT/lk + rp~Tlli' (1.16) 

2. THE PERTURBATION PROBLEM 

In Einstein's work the perturbation problem appears 
in his theory of infinitesimal gravitational fields. By 
putting the metrical tensor in the form (1.2), he 
obtained the field equations for Yik in the form of 10 
partial differential equations. These equations are 
derivable from an action principle of the form 

oQ = of L d4x = 0 (2.1) 

7 C. Lanczos, Rev. Mod. Phys. 29, 337 (1957), Eq. (5.22). 

with a Lagrangian L which can be written in the 
following formS: 

L = [;] [:] - [~:] [~l (2.2) 

This quantity has no invariant significance. We can 
make it, however, to a genuine invariant by writing it 
in a somewhat different manner. 

Since we have to use the process of variation, the 
use of the symbol 0 for the perturbation field would 
hardly be appropriate. We agree that we denote a 
small change of a quantity by a bar, thus putting 

gik = gik + fJik' (2.3) 

til' = T;k + Tik' (2.4) 

r;;: = r;;: + r;;:. (2.5) 
Whereas the r;;: do not form a tensor, this is different 
with regard to r~, which is a genuine tensor, trans­
forming like a tensor of third order for arbitrary 
finite coordinate transformations of the gik' In 
Einstein's case 

gi/C = 0ik' T;k = 0, r;;: = 0 
and we see without difficulty that the 
formulation of the action principle, 

with 

oQ = oj Lg! d4x 

(2.6) 
invariant 

(2.7) 

L = (rf.r~fJ - rfkr~fJ)gik, (2.8) 
goes over into (2.1), (2.2), if the special conditions 
(2.6) are satisfied. In our problem, of course, the 
gik are very far from being constants, nor is Tik = O. 
But in the general form (2.7), (2.8) the action principle 
remains valid even under these generalized conditions, 
if we add some terms quadratic in fJiki (cf., note at the 
end of this paper). It provides us with the matter 
tensor of the perturbation field, in the form 

oQ = J Tikogikg! d4x. (2.9) 

In Einstein's theory the variation (2.9) is put equal 
to zero, which yields the field equations Tik = o. Our 
interest in the same action integral stems from the 
fact that we want to study the relation 

1';" = rpfTllk + rp~T/lk' (2.10) 
and we have good reasons to put this equation in 
integrated form. There exists a circumstance in our 
problem, which has no analogy in Einstein's work. 
The perturbation field of Einstein is erected on a 
constant metrical field gik = 0ik; here a distinction 
between "slow" and "fast" loses all significance. In 
our present problem it is of vital importance that the 

8 H. Wey\, Space-Time-Matter (Methuen and Company Ltd., 
London, 1922), p. 240. 
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world of physical observations encounters only 
frequencies which are exceedingly low compared with 
the very high frequencies of the lattice field. The 
basic lattice cell is submicroscopic, even compared with 
atomic dimensions. Hence, our perturbation problem 
is of a special type, very similar to a situation en­
countered in broadcasting, where we have a carrier 
wave of very high frequency, and an amplitude 
modulation of acoustical frequencies. The equation 

gik = CPig/lk + CP~g/li' (2.11) 

which expresses the perturbation of the highly 
agitated metrical field gik' is exactly of this type. The 
lattice field gik of very high periodic vibrations 
represents the carrier wave, whereas the slowly 
changing (and no longer periodic) CPk field represents 
the amplitude modulation of the basic field. A 
perturbation of t~is type is sometimes called "adia­
batic"g and is characterized by the condition that the 
perturbation frequencies are so small in comparison 
to the frequencies of the base field that the pertur­
bation can be considered as practically unchanged over 
a domain which extends over a lattice cell. 

Under such circumstances we are not interested in 
the field equations in their local manifestations. We 
perform an integration over the fundamental lattice 
cell, thus obtaining differential equations with cons­
tant coefficients, although these constants are in fact 
only quasi-constants, expressing macroscopic average 
values, since the microscopically rough fields of the 
lattice cannot be detected under the prevailing 
physical conditions. The situation is fully analogous 
to the problem encountered by Lorentz10 in his 
electron theory. Lorentz realized that our macro­
scopic measurements do not allow the observation of 
the highly uneven fields of individual particles, but 
only the collective action of a huge number of such 
particles. Hence it is permissible to integrate over 
volumes which are small in macroscopic relations, but 
large if compared with the size of individual particles. 
In this manner he could explain the dielectric constant, 
magnetic permeability and conductivity of materials 
in Maxwell's phenomenological equations as statistical 
averages, caused by the concerted action of a large 
ensemble of particles. We have in our problem an 
entirely similar situation, with the only difference that, 
in view of the periodic nature of the basic lattice, the 
domain of integration is automatically established as 
that of the fundamental lattice cell. 

Lorentz started with a linear set of equations and 

• S. Tomonaga, Quantum Mechanics (North-Holland Publishing 
Company, Amsterdam, 1962), Vol. I, p. 294. 

10 H. A. Lorentz, Proc. Acad. Amsterdam 5, 254 (1902); Collected 
Papers (M. Nijhoff, The Hague, 1936), Vol. III, 117. 

encountered no difficulty in his averaging process. 
But in our problem, considering the highly nonlinear 
nature of the basic field, we cannot take the possibility 
of a low-frequency perturbation field as self-evident. 
Perhaps the circumstances are such that no such 
perturbations exist or, if they exist, they can only 
occur under very special circumstances? In con­
tradistinction to Einstein we start from a basic field 
which is highly agitated and thus must be the carrier 
of very large (although fortunately not convertible) 
energy. In such a case the differential equations 
describing the perturbation are such that they give 
rise to a very large "mass term" in the equation. 
Einstein's equations are homogeneous of second 
order and no term can occur in them which is not 
differentiated twice. But in our case the Lagrangian 
contains, in addition to terms of the form cp~, m (the 
comma refers to partial differentiation with respect 
to xm) also terms which are proportional to the cP~ 
themselves. Under the assumption of macroscopic 
isotropy this part of the Lagrangian is reducible to 
the following three terms: 

a1 cP~cP~ + a2cp~cp~ + a3CP:cp~. (2.12) 
The coefficients a1 , a2 , a3 are defined as quadratic 
expressions formed out of the gik,m , whereas the terms 
of the Einsteinian type have coefficients which are 
formed with the help of the gik themselves. The order 
of magnitude of the ratio of the two types of terms can 
be estimated to be of the order of unity, if the lattice 
constant is accepted as unit of length. But then the 
imposed frequencies are of the order of magnitude 
of the lattice frequencies and the possibility of low­
frequency oscillations is precluded from the beginning. 

There exists, however, a singular case, defined by 
the condition 

(2.13) 

If this condition is satisfied, then the first two terms 
combine into 

a1(cp~ + cp~)cp~ = ta1(cp~ + cp~)2. (2.14) 
Now, the mass term appears only in connection with 
the symmetric combination cP~ + cp~, whereas the 
antisymmetric combination cP~ - cP~ drops out. Under 
these circumstances the low-frequency waves con­
taining cP~ + cP~ are blocked, whereas the low­
frequency waves containing cP~ - cP~ are admitted by 
the lattice field. Our aim in the following section is to 
study the nature of these waves. 

3. THE ANTISYMMETRIC DIFFERENTIAL 
OPERATOR 

We return to our Lagrangian (2.8) which we wish 
to study more closely. A simplification occurs now, 



                                                                                                                                    

EINSTEIN EQUATIONS AND ELECTROMAGNETISM 833 

because in the second term we encounter the vector 

r:p = t(gikg,k);11 = H( Cf!fg/lk + Cf!~g/li)g'kll1 
= (Cf!~);", (3.1) 

(the semicolon refers to covariant differentiation). If 
we can assume in advance that Cf!1 is antisymmetric, 
this term drops out. The remaining expression can be 
written as the sum of two contributions, 

L1 = gik( Cf!~;iCf!~;/L + iCf!f;vCf!;;/l - iCf!~;iCf!:;k) (3.2) 
and 

L2 = ig",lJgPPg/lvCf!:;p(Cf!;;1J - Cf!!;p)' 
In view of the fact that we keep only the 

symmetric part of Cf!~, we put 

(3.3) 
anti-

'Pik = t( 'P~ - 'P~) = - 'Pki' (3.4) 
Moreover, our first task is to obtain the principal 
part of the differential operator, pertaining to the 
second partial derivatives; this means that we replace 
covariant differentiation by ordinary differentiation. 
According to our general program, we consider the 'Pik 
as slowly changing quantities in view of the small­
ness of the lattice cells; hence we integrate the rapidly 
changing factors over the fundamental cell, before 
carrying out the minimization process. We indicate 
by a brace {} the operation of taking the average 
value of a quantity (after multiplying by g*) over 
the lattice cell. We write, for example (denoting the 
domain of the cell by C), 

{gik} = Lgikgt d4x / f/ 4X• (3.5) 

In view of the postulated macroscopic isotropy of 
all four axes, this quantity must be reducible to a single 
scalar IXo: 

The contribution due to Ll now becomes 

f {LI } d
4
x = tlXo f [2'P/lv.i'PVi,/l 

(3.6) 

+ 'P/Li,v'Pvi./L - 'P/Lv.i'PV/L.i] d
4x. (3.7) 

Since 'P",.bCf!c.d is variationally equivalent to Cf!",.d'Pc.b, we 
can write the integrand of (3.7) in the form 

Cf! /lv,lP /LV.; + 'P /lv./L'PVi.i' 
the variation of which yields 

(3.8) 

-11Xo f (2'Pik,,,,,,, - 'PilMk + 'PklZ.a..)(j'Pik d
4x. (3.9) 

We now come to the variation due to L 2 • For the 
evaluation of this quantity we need the following set 
of constants: 

(1.iikmnp = {gjjgkmgn
p

}. (3.10) 

There are altogether 550 coefficients which, however, 
become reducible to only 8 coefficients by the condition 
of macroscopic isotropy. They are listed below, in 

which i, j, k denote 3 arbitrary but different indices 
and the sum convention is put out of action, each 
index referring to an individual value between 1 and 4: 

(1.1 = {g;;giigii}, PI = {giigiigii}, 

(1.2 = {giigiigii}, P2 = {giitigkk}, 
(3.11) 

(1.3 = {giigiigji}, Pa = {gitgiigiJ}, 

(1.4 = {gugjjgkk}, P4 = {gkkgiigii}. 

All the other coefficients not included above must 
vanish. 

The previously introduced constant (1.0, defined by 
(3.6), is expressible in terms of these constants, due to 
the algebraic identity (summed over j): 

Hence, 

But we obtain also 

IXo = (1.2 + P1 + 2P2' 
which yields the relation 

IXl + 2PI = (1.2 + 2P2' 

(3.12) 

(3.13) 

(3.14) 

(3.15) 

thus reducing the number of available constants to 7. 
The calculation shows the emergence of the follow­

ing fundamental operator, to be denoted by Aik('P): 

Aii'P) = Cf!ik,a.Il - 'Pill,ka. + 'Pka.ia.· (3.16) 

This operator, antisymmetric in i, k, has a number 
of interesting properties: 

(1) Its divergence is identically zero, 

Aik.k('P) = O. (3.17) 

(2) It remains invariant with respect to the following 
substitution, 

(3.18) 

where «Pi is an arbitrary vector. 
On account of these properties, the operator Aii'P) 

is a perfect antisymmetric counterpart of the symmetriC 
operator Bik(y) which appears in Einstein's perturbation 
problemu (erected on the flat field gik = bik): 

Biiy) = Y"".ik + Yik,a.a. - Yi",klZ - Yk",ilZ 

- (Y",a..PP - Y"P,"P)bik • (3.l9) 

This operator has likewise vanishing divergence. 
Moreover, it remains invariant with respect to the 
substitution 

(3.20) 

(which here means the freedom of performing arbi­
trary infinitesimal coordinate transformations, due 
to the principle of covariance). 

11 W. Pauli, Theory of Relativity (Pergamon Press, Inc., New 
York, 1958), p. 172. 
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(3) The sum index IX in (3.16) assumes the four 
values of 1 to 4, but we notice that the values IX = i 
and IX = k give vanishing contributions. Hence it 
suffices that IX' assumes only two values, omitting the 
values i and k. 

We can now evaluate the contributions of the 8 
coefficients enumerated in (3.11), concerning the 
integral over {L2}. Since all indices are on an equal 
footing, we can choose without loss of generality 
some special values for i and k, e.g., i = 1, k = 2 
(together with i = 2, k = 1), which simplifies the 
calculations. Our first observation is that the con­
tributions of lXI' lXa, and fh cancel out, due to 
conditions of symmetry. Hence only 5 coefficients 
contribute to the final result. Furthermore, the 
coefficients 1X2 and Pa, and likewise 1X4 and P4' con­
tribute terms of the same kind and can be combined. 
This cuts down the number of contributions to 3. The 
final result appears in the following form: 

t5 J {L2} d4~ = - 1 J t59712{(Pa - 1X2)(9712.11 + 9712.22) 

+ (P4 - 1X4)(A12 + 9712.33 + 9712.(4) 

+ P2[4A12 - 2(9712.33 + 9712.44)]} d
4x. 
(3.21) 

The factor of the first term can be changed (on 
account of the four-dimensionality of the physical 
world) as follows: 

9712.11 + 9712,22 = 9712,aa - (9712,3a + 9712,44) (3.22) 

and now the demand of macroscopic isotropy 
necessitates that the factor of 9712,33 + 9712,44 vanishes. 
This yields the following added relation between 
the coefficients lXi and Pi: 

1X2 + P4 = 1X4 + 2P2 + P3' (3.23) 
The resulting t5Q becomes under these conditions 

t5Q = - 1 J t597ik[(PI + 8P2 + Pa)Aii 97) 

+ (PI + 2P2 + Pa)97ik.aa] d4x. (3.24) 

If we want the entire operator reducible to Aii 97), the 
factor of the second term has to vanish. This yields 
one more condition to be satisfied by the Pi: 

PI + 2P2 + P3 = O. (3.25) 

The 8 coefficients of (3.11) are thus reduced to 5. 
Up to now, we have only considered that part of 

the variational integral which contained the second 
derivatives of 97ik' In principle, the first derivatives 
could also be present. They would have to be derived 
from a term in the Lagrangian which has the form 

Since, however, there is no tensor of fifth order, which 
could satisfy the principle of macroscopic isotropy, 
we must have lXijkmn = O. Hence the first derivatives 
do not appear in the resulting field equations. 

Thus far we have obtained the following result 
concerning the perturbation integral (2.9): 

t5Q = 2 J {Tlligllk}t597ik d4x 

= -3P2J Aii97)b97ikd4X. (3.26) 

On the other hand, relation (2.10) demands 

{Tlligllk}t597ik = [{ T;vgllk} 97vll + {Tvllgllk} 97v;]b97ik' 

(3.27) 

If on the right side we integrate over the lattice cell, 
making use of the principle of macroscopic isotropy, 
we observe that the only contribution could be a 
"mass term" in the equation, but we agreed in advance 
that the antisymmetric equation be free of such a term 
[cf., Eq. (2.13)]. 

Under these circumstances we would arrive at the 
homogeneous equation Aii97) = 0 as the expression 
of the desired field equation, were it not for the fact 
that, for reasons beyond our understanding at the 
present time, we must assume that the principle of 
macroscopic isotropy cannot be exactly satisfied. A 
slight remaining anisotropy causes the emergence 
of a small right side of our equation, in which only 
three axes play an equivalent role, while the fourth 
axis behaves differently. Let us assume that we have 
for any two individual indices i and j (equal or 
unequal): 

(3.28) 

(no summation over i or j), where IX is a very small 
constant, whereas 

p{ = 0 (i ~ j), 

p~ = p~ = p~ = 1, p! = -3. (3.29) 

The last term in (3.28) represents the deviation of the 
metrical lattice from macroscopic isotropy. It is 
equivalent to a correction term in the Lagrangian, 
which may be written in the form 

L3 = !lXp~( (Pili) 2 

= 1X(97i2 + 97ia + 97~3 - 97i4 - 97~4 - 97~4)' (3.30) 
for which we can also put 

La = !1X'YJi'YJ;(97ij)2, (3.31) 
where we define 

'YJi = (1, 1, 1, -1) (3.32) 

and agree that, in counting sum indices, the 'YJi are not 
to be included. 
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4.· THE EQUATIONS FOR THE PERTURBATION 
FIELD 

The final field equations of our perturbation 
problem appear in the following form 

f{Jile,rzrz - f{Jirz,krz + f{Jlerz,irz = €'Y/i17Tcf{Jile, (4.1) 
where € is a small (at present unspecified) constant. 

From these equations we draw the following 
conclusions. First of all, the identity (3.17), estab­
lished earlier for the left side, yields for the anti­
symmetric tensor f{Jile the condition 

'Y/Tcf{Jile.1e = 0. (4.2) 

This corresponds to the first set of Maxwell's equa­
tions, if f{Jile is interpreted as the electromagnetic field 
strength. Furthermore, taking advantage of the 
second property (3.18) of the operator Aile(f{J), we 
make use of the following transformation: 

f{Jik = <P i .1e - <Pk•i + €Uik (4.3) 

determining the vector <Pi in such manner that we 
have 

Uik •k = 0. (4.4) 

For this purpose the equation 

<Pi .rzrz - <Prz •rzi = f{Jirz.rz (4,5) 

has to be solved. This is always possible, since the 
right side satisfies the identity 

f{Jirz.rzi = 0, (4.6) 

and thus the solution of the equation 

(4.7) 

automatically entails <Prz.rz = 0, which makes the 
second term on the left side of (4,5) vanish. (This move 
is again in full analogy to the method of solving the 
field equations of infinitesimal fields in Einstein's 
theory,12 where, however, this transformation has 
merely the purpose of normalizing the reference 
system, but the vector <Pi drops out from the final 
result.) In our case the substitution of (4.3) in the 
field equations (4.1) yields 

Uik•rzrz = 'YJi'YJi<Pi,k - <Pk,i + €Uik). (4.8) 

In view of the smallness of €, the last term on the right 
side is negligible and we obtain for Uik the inhomoge­
neous potential equation 

Uik•rzrz = 'YJi'YJk(<P i .k - <Pk•i), (4.9) 

where the right side has to satisfy the condition 

'YJi<Pi •kk - <Pk•ik) = 0. (4.10) 

If we submit <Pie to the condition 

'YJk<P1c.k = ° (4.11) 

12 J. L. Synge, Relativity, the General Theory (North-Holland 
Publishing Company, Amsterdam, 1960), p. 202. 

we obtain for <Pk the wave equation 

'YJrz<Pk.rzrz = 0. (4.12) 

This is the customary wave equation for the vector 
potential <Pk , whereas (4.11) represents the customary 
"Lorentz condition" P Furthermore, the representa­
tion of f{Jile in terms of the vector potential according 
to (4.3)-if the last correction term is omitted-is 
equivalent to the second set of Maxwellian equations. 

It is of interest to observe that, on the basis of the 
purely elliptic (+ + + +) differential operator (4.1), 
it is nevertheless possible to obtain the (hyperbolic) 
wave equation for <Pi' 

The field equations (4.1) possess a Lagrangian, 
from which they are derivable by variation: 

L = '-t(f{Jile.rz - f{Jirz./c + f{Jlerz.i)f{Jile.rz - !€'YJi'YJif{Jile)2. 

(4.13) 

If we now make the substitution (4.3), considering <Pi 
and Uik [submitted to the divergence condition (4.4)] 
as our new field variables, we obtain L in the following 
form: 

L = -!€'YJ;'YJi<Pi •1e - <P1e •i )2 - !€2[(Uik •rz)2 

+ 2'YJi'YJi<Pi .k - <Pk.i)Uik] - !€3'YJi'YJk(Uik)2. (4.14) 

Considering the smallness of €, which permits us to 
omit the second and third rows, we recognize in this 
L the customary Lagrangian of 'the electromagnetic 
field. 

We thus arrive at the result that, under proper 
circumstances, the highly agitated metrical lattice 
acts as a low pass filter for electromagnetic waves. The 
astonishing feature of the derivation is that this 
result is obtained entirely on the basis of the prop­
erties which characterize the principal axes of the 
matter tensor, independently of any special metrical 
field equations. 

5. CONCLUSIONS 

We have investigated the perturbation problem of a 
Riemannian lattice field of fourfold periodicity, under 
the condition that the perturbation field is of very low 
frequency compared with the frequencies of the 
lattice field. We came to the conclusion that the 
strongly agitated lattice transmits a low-frequency 
perturbation only, if that perturbation satisfies a set 
of partial differential equations. The (macroscopically 
constant) coefficients of these differential equations 
are determined by the structure of the basic lattice 
field. This structure is to a large extent unknown at 

13 J. A. Stratton, Electromagnetic Theory (McGraw-Hill Book 
Company, Inc., New York, 1941), p. 24. 
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the present time and we must be satisfied with con­
jectures concerning the properties of the basic field, 
by utilizing the macroscopically observed properties 
of the perturbation field. 

In particular, we obtain the Maxwellian equations 
as determining equations of the perturbation field, if 
the basic lattice satisfies-in addition to the principle 
of macroscopic isotropy-the following three added 
conditions, discussed more in detail in the text: 

(2.13) 

(3.25) 

(3.28) 

Under these conditions (the inner significance of 
which escapes us at present), the low-frequency 
perturbation field admitted by the lattice can be 
interpreted as the customary electromagnetic field. 

The most decisive feature of the present investi­
gation is the circumstance that our result is not based 
on any specific action principle. Although the 
perturbation equations possess a (macroscopic) La­
grangian and can be obtained by minimizing an action 
integral, their true significance lies in a different 
direction. They express a mathematical property of 
the fundamental tetrads, which comes in physical 
appearance in consequence of the slowness of the 
superposition field. Originally we expected that the 
coordinate conditions yield 10 equations for 20 
quantities, entailing no restriction of the perturbation 
field. The situation is radically altered, however, by 
the demand that the lattice transmits a low{requency 
field. The Maxwell equations express the necessary 
and sufficient conditions for the realizability of this 
demand. 

This result opens a new perspective toward a deeper 
understanding of the quantum phenomena, which 
from the time of Bohr's atomic model seemed to 
represent a form of over-determination mysteriously 
superimposed on the classical equations. Apart from 
the empirical necessity of the quantum conditions, no 
rational principle was ever forwarded to explain in a 
natural way the inner necessity of such conditions. 
The present theory is entirely based on rational 
principles and tries to establish the physical world on 
the exclusive basis of a genuinely Riemannian world. 
That a construction, analogous to that of Einstein, 
is able to arrive at the Maxwelliari equations (although 
based on a positive definite line element) is in itself 
interesting and demonstrates the inherent power of a 
Riemannian world. But beyond that the derivation 

of these equations shows that their validity is not a 
consequence of an action principle (which provides 
the field equations for the determination of the gik), 
but merely a consequence of the nature of the 
principal axes of the matter tensor. 

But then the eigenfunctions of the perturbation 
field are already determined and the only freedoms 
left are the amplitudes of these eigenfunctions. Hence 
the selection principle contained in the action principle 
must of necessity lead to a quantization of the ampli­
tudes. The field quantization is thus deeply imbedded 
in the basic tenets of the theory and an inevitable 
consequence of the strongly nonlinear nature of the 
basic metrical lattice. 

Note added in proof· For the conclusions of the 
present paper the Lagrangian (2.8) is of decisive 
importance. But this Lagrangian yields the pertur­
bation of the matter tensor only if the basic field is 
free of matter (or at least for Tik + Agik = 0). This 
condition is not satisfied in our problem. For the 
general case the Einsteinian invariant (2.8), to be 
denoted by L 1 , has to be augmented by the following 
L2 (withthenotationgik = YikandputtingYi~ik = y): 

L2 = _(Rik - !Rgik)(Yi"Y: - -!Yrik). (5.1) 

The variation of Ll + L2 is related to Tik as follows: 

~ f (LI + L2),/i d'x = f (Tik + -! Tiky)~gik.jg d'x. 

(5.2) 
Equation (2.10), which is equivalent to 

Tik + tp~pk + tp!Pi = 0, (5.3) 

possesses a Lagrangian in the macroscopic sense, if 
the macroscopic isotropy condition 

{R~} = A~~ (5.4) 

is satisfied. Equation (5.3) is now derivable from the 
action principle 

t5 f L.ji d'x = 0, (5.5) 

where 

{J i k 
- Rikg" tp"tpp. (5.6) 
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In the present paper we show explicitly how to reduce reducible representations of the infinitesimal 
generators of the proper, orthochronous, inhomogeneous Lorentz group. We first construct a basis in 
which all the reducible representations are expressed as integrals of representations over masses and 
in which the infinitesimal generators act as in the Foldy-Shirokov realization for nonzero masses and in 
the Lomont-Moses realization for zero masses. However, the spin operators which appear in the 
Foldy-Shirokov realizations and the generators of the Euclidean group which appear in the Lomont­
Moses realizations are reducible in general. Thus reducible representations are only partially reduced in 
this. basis. On carrying out the reduction of the spin operators and the generators of the Euclidean group, 
we mtroduce a second basis such that the reducible representations are completely reduced. By changing 
the emphasis slightly, the methods of the present paper can be used to obtain the irreducible representa­
tions of the generators. One of us (H. E. M.) has already used the methods of the present paper to reduce 
the electromagnetic vector potential and, in papers which follow the present one, will show how to 
reduce wavefunctions in general and will also derive the Clebsch-Gordan expansion for the direct 
product of two massless representations of finite spin and the same sign of energy. From the work of 
Mautner and Mackey it is known that every reducible unitary ray representation of the proper, ortho­
cm:onous, inhomo~eneous Lorentz group can be reduced to a direct integral of the irreducible represen­
tatIOns. The technIqUes of the present paper thus enable us to carry out the reduction explicitly. 

1. INTRODUCTION AND SUMMARY 

THE irreducible unitary ray representations of the 
proper, orthochronous, inhomogeneous Lorentz 

group were first found and classified by Wigner.1 

One of the immediate problems which suggests itself 
is whether the reduction of unitary ray representations 
of the group can be carried out explicitly. It is shown 
that indeed such a reduction can be made (see the 
discussion in Ref. 2 based on the work in Refs. 3 
and 4). 

In the present paper we give a recipe which enables 
us, in principle at least, to reduce any reducible repre­
sentation. Actually we solve a more general problem; 
namely, we show how to reduce the reducible repre­
sentations of the infinitesimal generators of the 
group. The representation of the infinitesimal gener­
ators of reducible unitary ray representations are, 
of course, reducible representations of the generators. 
But not all reducible representations of the generators 

• Operated with support from the U.S. Advanced Research 
Projects Agency. 

1 E. P. Wigner, Ann. Math. 40, 149 (1939). 
• J. S. Lomont, J. Math. Phys. 1,237 (1960). 
8 F. 1. Mautner, Ann. Math. 51, 1 (1950); 52, 8 (1950). 
, G. W. Mackey, "Theory of Group Representations," mimeo­

graphed notes, Department of Mathematics, University of Chicago 
(1955). 

can be integrated to reducible ray representations of 
the group. Hence the problem which we solve is more 
general than the reduction of unitary ray representa­
tions. 

One of us (H. E. M.) has already used this technique 
for reducing the electromagnetic vector potential5 and 
in the following papers will use it to reduce relativ­
istic wavefunctions generally and also the direct 
product of two massless representations of the same 
sign of energy and finite but arbitrary spin as illustra­
tions of the power of the suggested procedure. 

A slight shift of emphasis leads to a derivation of 
the irreducible representations of the infinitesimal 
generators of the group. For the nonzero-mass cases 
we are led to the Foldy-Shirokov realizations,6.7 
while for the zero-mass cases we obtain the Lomont­
Moses realizations.s 

We now summarize the procedure for reducing 
the irreducible representations. The 10 infinitesimal 
generators of the proper, orthochronous, inhomo­
geneous Lorentz group are the energy H, the three 

6 H. E. Moses, Nuovo Cimento 42, 757 (1966). 
6 L. L. Foldy, Phys. Rev. 102, 568 (1956). 
7 Yu. M. Shirokov, Zh. Exsperim. i Theor. Fiz. 33, 1196 (1957) 

[English transl.: Soviet Phys.-JETP 13, 240 (1961)]. 
8 J. S. Lomont and H. E. Moses, J. Math. Phys. 3, 405 (1962). 
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components of the angular momentum Pi (i = 1, 2, 3), 
the three components of the angular momentum J i , 

and the three generators corresponding to the space­
time rotations ,(L. They satisfy the following well­
known commutation relations: 

rH, Pi] = 0, [H, Ji ] = 0, [Pi> Pi] = 0, 

In (1.1) Em. is the usual anti symmetrical three-index 
symbol. 

When the generators are given, they are given in 
some basis, this basis being characterized by the space 
of functions in Hilbert space upon which the generators 
operate. Accordingly, each abstract vector 11p) is 
represented by a function I( 0 where the variable ~ 
collectively denotes all the variables, continuous or 
discrete, upon which the functions in the given repre­
sentation depend. Then if A is one of the generators, 
A 11p) is represented by (Af)(O. 

We show that there exists a basis such that each 
vector 11p) is also represented by a function F(p, E, p, A), 
where the vector p has components Pi (i = 1,2,3) 
each of which takes on every value from - 00 to + 00. 

The variable p takes on all the values of the eigen­
values of the mass operator M, where 

(1.2) 

with 
(1.3) 

We assume that we are dealing with physically 
interesting reducible representations so that p is in 
the range ° ~ p < 00. We also assume that there 
is no subspace in which all the operators Pi are zero. 
Since the operator M is known in the ~ basis, the 
spectrum of M can be found, at least in principle, and 
has a continuous part and a discrete part in general. 
Only when p = ° is a point eigenvalue need the zero­
mass case be considered, for otherwise, when p = ° is 
in the continuous spectrum, the contribution of such 
components is of zero measure and can thus be 
ignored. 

The variable E takes on the values which occur in 
the spectrum of the operator sgn H. Since this 
operator is known in the , representation, the eigen­
values which occur can be found. They are, of course, 
restricted to the values ± 1. 

The variable A is a degeneracy variable which is 
characterized shortly. Its character and range may 
depend on p and E but do not depend on p. 

The inner product of two vectors 11p) and I1pI) can 
be chosen to be 

where 
w{J1-,p) = [p2 + p2]!, 

P = Ipl. 

(1.5) 

(1.6) 

In (1.4) the integral over p is to be interpreted as 
integration over the continuous spectrum of M and 
summation over the discrete spectrum. In (1.4) we 
have also assumed in our notation that A takes on only 
discrete values. However, when A takes on continuous 
values or represents collectively several variables, 
the summation over A is to be replaced by integrals or 
sums in an appropriate manner. 

In terms of the functions F(p, E, p, A) the state A 11p) 
is represented by (AF)(p, E, p, A). In particular, the 
infinitesimal generators of the inhomogeneous Lorentz 
group takes the form for p > 0: 

(PiF)(p, E, p, A) = PiF(P, E, p, A), 

(HF)(p, E, p, A) = EW(p, p)F(p, E, p, A), 

(JiF)(P, E, p, A) = -i(p x V)iF(P, E, P ) 

+ (SiF)(p, E, p, A), 

('6iF)(P, E, p, A) = E[iW(P, p) ~ F(p, E, p, A) 
°Pi 

+ ~ (SkF)(P, E, p, A) • '" EiikP; ] 
J,k w(p, p) + p 

(1.7) 

In (1.7) we use Vi = (O/OPi)' The operators Si (i = 1, 
2, 3) are spin operators which operate on the A 
variable only. It is shown that matrices or kernels 
SlA I A') exist such that 

(SiF)(p, E, p, A) = ! Si(AI A')F(p, E, p, A'). (1.8) 
).' 

When A is a continuous variable the kernels SlA I A') 
may be symbolic functions. The kernels or matrices, 
which in general depend on p and E but never on p 
satisfy the commutation rules for spin matrices 

We show later how the matrices S.(AI ).,1) are found. 
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For I-' = 0, we have the following results: 

(PiF)(O, E, p, A) = PiF(O, E, p, A), 

(HF)(O, E, p, A) = EpF(O, E, p, A), 

(J1F)(0, E, p, A) = [-i(P x V)IF(O, E, p, A) + ~ (MF)(O, E, p, A)], 
P + Ps 

(JaF)(O, E, P. A) = [-i(P x V)2F(0, E, p, A) + ~ (MF)(O, E, p, A)], 
P + Ps 

(JsF)(O, E, p, A) = [-i(p x V)sF(O, E, p, A) + (MF)(O, E, p, A)], 

('3"IF)(O, E, p, A) = E riP ~ F(O, E, p, A) + ~ (MF)(O, E, p, A) 
oPI P + Ps 

+ [2 P~ - !](T1F)(0, E, p, A) + 2 PIP2 (T2F)(0, E, p, A)}, 
P (p + Ps) P p (p + Ps) 

('3"aF)(O, E, p, A) = E {ip ..! F(O, E, p, A) -~ (MF)(O, E, p, A) 
oPa P + Ps 

+ 2 PIPS (T1F)(0, E, p, A) + [2 P: - !](T2F)(0, E, p, A)}, 
p(P+Ps) P(P+Ps) P 

('3"sF)(O, E, p, A) = E riP ~ F(O, E, p, A) + ~ [PI(TIF)(O, E, p, A) + P2(T2F)(0, E, p, A)]}. (1.9) 
oPs P 

In (1.9) the operators M, TI , and T2 can be expressed 
in terms of matrices or kernels which act on A. 

(MF)(O, E, p, A) = 2 M(A I A')F(O, E, p, A'), 
;: 

(T1F)(0, E, p, A) = 2 TI(A I A')F(O, E, p, A'), 
,-' 

(T2F)(0, E, p, A) = 2 Ta(A I A')F(O, E, p, A'). (1.10) 
,-' 

[The operator Min (1.10) is not to be confused with 
the mass operator M.] The kernels may depend on E 

but not on p. The kernels satisfy the commutation 
relations for the generators of the Euclidean group in 
the plane 

2 [T1(A I A")T2(A" I A') - T2(A I A")T1(;''' I A')] = 0, 
,-" 
2 [T1(A I A")M(A" I A') - M(A I A")T1(A" I A')] 
,-" 

= - iT2(A I A'), 

2 [Ta(A I A")M(A" I A') - M(A I A")T2(A" I A')] 
l" 

= iTI(A I A'). (1.11) 
In order that the operator J2 be Hermitian, it is 

necessary that the eigenvalues of M be integer or 
half-odd integer. 

The way that the kernels are found is discussed 
shortly. 

It is to be noted that the operators are in the 
Foldy-Shirokov form for the nonzero-mass case and 
in the Lomont-Moses form in the zero-mass case. 
However, the operators Si' M, and Ti are reducible in 
general as they appear "naturally" in the construction 
which follows. The reduction of the rotation and 

-----------------------------------
Euclidean groups is then carried out in the A space, 
this reduction being a well-known one. Thus in the 
new A space, the representation of the Lorentz group 
is completely reduced. 

The problem of finding the matrices or kernels of 
(1.8) and (1.10) are intimately related to the problem 
of finding the transformation between the basis in 
which the vector I"P) is represented by fen and that 
in which it is represented by F(I-', E, p, A). 

Let us introduce the set of kets I~) and the set 
II-', E, p, A) corresponding to the basis above. As usual 
we write 

fen = <~ I "P), 

F(p" E, p, A) = <I-', E, p, A I "P). (1.12) 

Since the kets II-', E, p, A) form a complete set, the 
following resolution of the identity is possible: 

I = 2 fdl-'f~ 211-', E, p, A)<I-', E, p, A.I, (1.13) 
E w(l-', p) '-

which corresponds to the following orthonormality 
relations: 

<I-', E, p, A 11-", E', p', A') 

= tJE,E,tJ;.,l:tJ(1-' - 1-")tJ(p - p')w(l-', p). (l.13a) 

Equation (1.13) corresponds to the inner product (1.4). 
From (1.12) and (1.13) we have the relation between 
fa) and F(I-', E, p, A), 

fa) = 2 fdl-' 2 f (d
P 

) 
E l WI-', P 

x (~ II-', E, p, A)F(p" E, p, A). (1.14) 
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We now indicate how one obtains the transfor­
mation functions a I fl, E, p, A) and the matrices which 
appear in (1.8) and (1.10). 

It is convenient to introduce a notation which 
shows how an operator acts on the variables which 
we have denoted by ~. Thus if A is an operator, we 
define A' by 

(AF)(O = A'fW. (1.15) 
We need the operators A' because we want to work 
on the ~ variable in the transformation functions and 
the notation (Af)(O becomes cumbersome. 

Let us first obtain all the linearly independent 
solutions g( ~; fl, E, A) of the equations 

Plg(~; fl, E, A) = 0, 

H'g(~; fl, E, A) = Eflg(~; fl, E, A), (1.16) 
for fl > 0, the three values of i, and both values of E. 
The variable A is used to label the linearly independent 
solutions and for some representations may be a 
continuous variable. It is shown that solutions of 
(1.16) always exist. It is also clear that the choice of 
variable A is not unique. For example, if A takes on only 
two values, suitable linear combinations of the solu­
tions of (1.16) are also linearly independent solutions. 

For any choice of variable A we show that 

Jiga; fl, E, A) = ! SlA' I A)g(~; fl, E, A'), (1.17) 
;.' 

where the matrices or kernels Si satisfy the com­
mutation rules (1.8a) for the angular momentum 
operators. These kernels depend on fl, E, and the 
choice of variables A. 

Let us define (~ I fl, E, p, A) by 

(~ I fl, E, p, ),) = [exp (- iv • j1Wg(~; fl, E, A), (1.18) 
where 

(1.19) 

and the vectors p and v are in a one-to-one corre­
spondence given by 

p = -Eflv(sinh vlv), v = lvi, (1.20) 

from which 

P = Ipi = fl sinh v, W(fl,P) = fl cosh v. (1.20a) 

We may consider the function (~ I fl, E, p, A) to be 
the inner product of the bra Wand a ket Ifl' E, p, A). 
Since the inner product in terms of the ~ represen­
tation is known, we can form the inner product 
(fl, E, p, AI fl', s', p', A'). In general 

(fl, E, p, A I fl', E', p', A') 
= w(fl, p)?J.,.,?J(fl -l)?J(p - p')k(A A'), (1.21) 

where k(AI A') is a positive definite matrix or kernel 
which, in general, is a function of fl and E. The 
function ?J(fl - fl') is a suitably generalized ?J function 
to take into account possible point eigenvalues. 

If k(AI A') = ?JA,A' , then the ket we seek is given by 
Ifl' E, p, A) = Ifl' E, p, A). The kernels Si(AI X) of (1.8) 
are given by (1.17). Furthermore these kernels are a 
Hermitian representation of the infinitesimal gener­
ators of rotation group. 

If k(A I A') :;t: ?J A,A" we show in the body of the 
paper that a knowledge of this matrix enables us 
to make a new choice of degeneracy variables such 
that k(AI X) = ?JA,A' in the new variables. 

It is easy to see that the variables A which lead to the 
transformation function are not unique. In practice we 
try to be sufficiently clever to choose A so that a 
redefinition is not necessary and so that the kernels 
Si are sufficiently simple in form that they can be 
reduced to -the irreducible representations of the 
rotation group. 

Having indicated how one obtains the trans­
formation functions (~ I fl, E, p, A) for fl :;t: 0 and the 
kernels S;(AI A') we now proceed to obtain the 
transformation functions for fl = 0 and the kernels 
M(AI X) and Ti(AI X). The technique is quite close 
to that for fl :;t: O. 

We first find all the linearly independent solutions 
fa; E, A) of the equations 

PiJ(~; E, A) = 0, pva; E, A) = 0, 
(1.22) 

P;f(~; E, A) = fa; E, A), H'f(~; E, A) = Efa; E, A). 

It is shown that kernels M(AI X), TI(AI A'), and 
T2(AI A') always exist such that 

J;f(~; E, A) = ! M(A.' I A)fa; E, A'), 
,-' 

[-EJI - J 2]'fa; E, A) =! TI(A' I A)fa; E, A'), 
,-' 

[-EJ2 + JIFf(~; E, A) = ! T2(A' I A)f(~; E, A'), 
A' 

(1.23) 

where the kernels obey the commutation rules (1.11) 
for the infinitesimal generators of the Euclidean 
group in the plane. In general the kernels depend on E. 

Let us define the function (~ I 0, E, p, A) by 

(~I 0, E, p, A) = {exp [i(w. J)] 

. exp [iVJ3nVa; E, A), (1.24) 

where the vector p is related to the vector wand the 
scalar v by 

p = Ipl = eEV
, (1.24a) 

PI = -p(sin wlw)w2 ,P2 = p(sin wlw)wl,P3 = p cos W, 

W3 = 0, W = Iwl. (1.24b) 

In (1.24a) and (1.24b) l\ is not to be confused with v of 
Eq. (1.20) and W is not to be confused with W(fl,P) 
of Eq. (1.5). 
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In a manner similar to that for ft = 0 we can 
introduce the inner product (0, E, p, A I 0, E', pi, A') 
and one can show 

(0, E, p, A 10, E', pi, A') = pb.,E'b(p - p')k(A I A'), (1.25) 

where k(A I A.') is a positive definite matrix which may 
depend on E, but not on p. If k(A I A') = b ..t,;:, then 
10, E, p, A) = 10, E, p, A), and the kernels of Eq. (1.23) 
are Hermitian and are those of (1.10). If k(A I A.') ¥­
b..t;:, one can introduce new variables A for which 
k(~ I A') = b .:t,;: in terms of the new variables. 

2. INTEGRATED FORM OF THE 
COMMUTATION RULES 

In the next two sections of the present paper it is 
our objective to verify that the kets 1ft, E, p, A) are 
obtained by the method summarized in the previous 
section and that the operators corresponding to the 
infinitesimal generators of the inhomogeneous Lorentz 
group act as in Eqs. (1.7) and (1.9) in terms of the 
basis which these kets provide. Toward this end it is 
useful to give a "dictionary" showing how the 
infinitesimal generators are transformed by the 
application of certain unitary operators which, in a 
sense, are obtained by integrating the infinitesimal 
generators. 

We find the following familiar theorem very useful: 
Let A and B be any two operators. Then 

-AB A ~ {B, A}(n) 
e e =.::., , 

n=O n! 
(2.1) 

where {B, A}(n) is defined by induction by means of 
commutators: 

{B, A}(n) = [(B, A}(n-l), A], 

{B, A}W) = B. (2.2) 

Then on using (2.1) and the commutation rules for 
the infinitesimal generators (1.1) we obtain the 
following results on using an obvious notation for the 
operators, where; (= ~1' ~2' ~3) is any vector with 
~ = 1;1: 
exp (i;' a)H exp (-i;· a) 

= H cosh ~ - (; • P)(sinh ~m, (2.3) 

exp (i; . a)p exp (-i; . a) = P - H(sinh ~m; 

+ C;. P)[(cosh ~ - 1)/~2];, (2.4) 

exp (i;. a)a exp (-i;· a) = a cosh ~ - c; x J) 
x (sinh ~/~) - c; . a)[(cosh ~ - 1)/~2];, (2.5) 

exp(i;. a)J exp (-i;· a) = J cosh ~ + (; x a) 

x (sinh ;{~) - (;. J)[{cosh ~ - I)/~2J;. (2.6) 

Finally, if W is any of the operators P, J, or a, then 

exp (-i;· J)W exp (i;' J) = W cos ~ + (;. W) 

x [(1 - cos ~)/~2]; - (; x W)(sin ~/~). (2.7) 

3. BASIS VECTORS FOR NONZERO MASS 

We now construct the kets 1ft, E, p, A) for ft ¥- O. 
We also show that in the space spanned by these kets, 
infinitesimal generators behave as in (1.7), i.e., this 
basis gives the Foldy-Shirokov realization of the 
infinitesimal generators. Our construction is obtained 
from a sequence of necessary conditions for the 
existence of a Hermitian realization for the infinitesi­
mal generators. Since these conditions come from 
the commutation rules and are abstract in nature, it is 
not necessary to indicate explicitly that we are working 
in the ~ representation. 

First of all, if the mass operator M of Eq. (1.2) is to 
be Hermitian, it must have a spectrum, which, in 
principle at least, can be obtained by working in the 
~ representation. As explained in Sec. 1, we assume 
that the eigenvalues ft are nonnegative. Similarly, the 
eigenvalues of HIIHI, which occur, can be found. The 
eigenvalues of this operator, which we have denoted 
by E, can have only the eigenvalues ± 1. 

Since the operators M, H/lHI, and Pi (i = 1,2, 3) 
all commute, we look for a basis in which these 
operators are spectrally represented simultaneously. 
The kets which span this basis are tentatively denoted 
by 1ft, E, p, J.). We assume that the Hilbert space which 
is spanned is separable. 

We now consider only the subspace of the Hilbert 
space for fixed values of E and ft where ft ¥- O. 

Our first theorem is the following: 

Theorem 1: The simultaneous spectrum of the 
operators Pi includes the point p = 0. 

Proof: Since we assume that the operators Pi are 
Hermitian, they must have a simultaneous eigenvalue, 
say p. Let us call a corresponding eigenket of M, 
HIIHI, Pi' 1ft, €, p, A) as above. But let us also con­
struct the vector [exp (iv • a)l 1ft, E, p, A) = Iet», where 
v and p are related by (1.20). Then Pi let» = 0 for all i. 
For from (2.4) 

P,:[et» = exp (iv • a) exp (-iv. (t)Pi 

x exp (iv • it) l,a, €, p, A) 

= exp (iv • a){Pi + H(sinh v/v)v; 

+ (v. P)[(cosh 'P - 1)/v2J'PJ 1ft, €, p, A). 
But 

H = (HIIHI)[P2 + M2J! 
and thus 

(3.1) 

(3.2) 

H 1ft, E, p, A) = EW(ft, p) 1ft, €, p, A). (3.3) 

Also by definition Pi 1ft, E, p, J.) = Pi 1ft, E, p, A). On 
expressing Pi in terms of Vi in (3.1) one obtains 
Pi let» = O. Thus we have shown that each of the 
operators Pi has zero in its spectrum, since let» is a 
simultaneous eigenket belonging to these eigenvalues. 
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Let us denote the kets belonging to the eigenvalue 
p. of M, € of H/lHI, and p = ° of P by Ip., €, 0, A). 
The variable A is a degeneracy variable and is to be 
chosen in such a manner that as A runs through its 
values, we obtain all the linearly independent kets 
belonging to these eigenvalues of the operators. We 
then have Theorem 2. 

Theorem 2: The vector exp (-iv . 6) Ip., €, 0, A) is a 
simultaneous eigenket of the op~rators M, HIIHI, P 
belonging to the eigenvalues p., €, p, respectively, 
where p is given by (1.20). Furthermore, the vectors 
belonging to different values of A are linearly independ­
ent. Finally, any simultaneous eigenket of M,HfIHI, 
and P having the eigenvalues p., €, and p respectively 
is a linear combination in A of the vectors 

exp (-iv ·6) Ip., €, 0, A). 

Proof' Since M and HIIHI commute with all of the 
infinitesimal generators of the group, these operators 
commute also with the operator exp (-iv. 6). 
Hence the vector exp (-iv . 6) Ip., €, 0, A) is a simul­
taneous eigenket of M and H/iHI with eigenvalues p. 
and €. The proof of Pi exp (-iv . 6) Ip., E, 0, A) = 
Pi exp (-iv • 6) Ip., €, 0, A) makes use of Eq. (2.4) in 
much the same way as in the proof of Theorem 1. The 
proof of the remainder of Theorem 2 is almost 
obvious, and we do not give it. 

We are now in a position to make the following 
definition: 

Definition: 

Ip., €, p, A) = exp (-iv . 6) Ip., E, 0, A). (3.4) 

From the previous theorems these kets span the 
subspace of the Hilbert space for which p. > 0. 

From our construction we see that in general the 
variables A depend on p. and € but are independent 
of p. We also see that our kets depend upon the way 
in which we chose Ip., €, 0, A). But because of the last 
part of Theorem 2 any other choice is equivalent to 
merely using linear combinations of our original 
choice of kets. 

The function g({, p., E, A) of Eqs. (1.16) are simply 
g({; p., €, A) = <, I p., E, 0, A). Equation (3.4) is the 
same as (1.18). 

Having now introduced our kets, we now wish to 
show how the infinitesimal generators act on these 
kets. First of all, we have by Theorem 2: 

First we need some preliminary definitions and 
lemmas. 

Lemma 1: Ji Ip., €, 0, A) is a simultaneous eigen­
state of the operators M, HIIH/, and P with the 
eigenvalues p., E, and 0, respectively. 

Proof: That Ji Ip., €, 0, A) is an eigenstate of M and 
HIIHI with the stated eigenvalues follows from the 
fact that these latter operators commute with Ji • That 
PiJk 1,Lt, €, 0, A) = ° for all i and k follows from the 
commutation rules (1.1) for P and J. 

This lemma allows us to define the kernel S.(Aj A') 
in the following way: 

Definition: 

Ji Ip., €, 0, A) = 2 SiCA' I A) Ip., E, 0, A'). (3.6) 
).' 

The kernels Si must exist since J i 1,Lt, €, 0, A) must be 
a linear combination of the kets Ip., E, 0, A) because of 
the way in which we chose these kets to be the entire 
linearly independent set corresponding to the eigen­
values p., E, and p = 0. 

Definition: 

Si Ip., (3, p, A) = 2 SiO.' I A) Ip., (3, p, A'). (3.7) 
).' 

The following theorem is important: 

Theorem 3: The operators Si satisfy the commuta­
tion rules for the angular momentum operators 

[Si' S j] = i 2 EiikSk . 
k 

(3.8) 

Proof This theorem is proved by applying the 
commutation relation [Ji , J j ] = i 2k €iikJk to the ket 
Ip., €, 0, A) and using (3.6) and (3.7). 

The operators Si prove to be the spin operators. 
Their introduction is, of course, motivated by the 
original work of Wigner using the global "little 
group" approach. 

We now state and prove one of the principal 
theorems of this section. 

Theorem 4: The operators Ji are given in this basis 
by 

Ji Ip., €, p, A) = [i(p X V)i + Si] Ip., E, p, A), (3.9) 

where V; = OjOPi' 

Before proving the theorem we make one more defi­
nition suggested by (3.9). 

Pi Ip., E, p, A) = Pi Ip., E, p, A), 

Hlp., €, p, A) = €w(p.,p) Ip., E, p, A). 
Definition: The components of the orbital angular 

(3.5) momentum Li are defined by 

We now find Ji l,u, E,p. A). Li l,u, E, p, A) = i(p X V)i 1,Lt, €, p, A). (3.10) 
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Again applying (2.5) to the expression Hence we may write (3.9) as 

J = L + S. (3. lOa) exp (-iv, (j)(ji exp (iv. (j), 

Proof of Theorem 4: We prove (3.9) for i = 1. The 
proof of (3.9) for i = 2, 3 is similar. 

We start with 

J1 !,u, E, p, A) = i(%IX) exp (-irxJ1) 

x exp (-iv, (j) !,u, E, 0, A)}",=o' (3.11) 
But on replacing W by (j in (2.7) 

exp (-irxJ1) exp (-iv. (j) 

= exp (-ir.t..ll) exp (-iv· (j) exp (ir.t..l1) exp (-irxJ1) 

= exp (-iv' • (j) exp (-ir.t..ll ), (3.12) 

where the vector 'I' has the components 

'I' = ('PI' 'P2 cos IX - 'Pa sin IX, 'Pa cos IX + 'P2 sin IX). 
(3.12a) 

On substituting (3.12) into (3.11) and on using 
(3.6) and the definition (3.7), we obtain 

J1 l,u, E, p, J.) = i(%IX) exp (-iIXS1) l,u, E, pi, J.)}",=o, 
(3.13) 

where pi is related to 'I' as p is related to V through 
(1.20). Thus from (3.12a) 

P~ = PI' 
P~ = P2 cos IX - Ps sin IX, 

P; = Pa cos IX + P2 sin IX. (3.14) 
Then on carrying out the differentiation in (3.13) one 
obtains Theorem 4 for i = 1. 

Theorem 5: The operators it; are given in this basis 
by 

iti l,u, E, p, J.) 

[ . ( ) ° (p X S)i ] I J.) = E -IW,u, P OPi + w(,u, p) +,u ,u, E, p, . 

(3.15) 
Proof: On using (2.5), (3.4), (3.6), and (3.7) we have 

it. l,u, E, p, },,) 

= it; exp (- iv • (j) l,u, E, 0, },,) 

= exp (-iv • (j) exp (iv • it)iti 
x exp (-iv . (j) l,u, E, 0, J.) 

= cosh 'P exp ( - iv • (j)(ji l,u, E, 0, },,) 

sinh'P . 
- -- exp (-lV' (j)(v x J)d,u, E, O,}") 

'P 

cosh'P - 1 . 
- 'Pi 2 exp (-lV • (j)(v • (j) l,u, E, 0, },,) 

'P 

= cosh 'P exp (-iv, (j)iti exp (iv. (j) l,u, E, p, },,) 

sinh 'P 
- -- (v X S)i 1,Lt, E, p, },,) 

'P 
cosh'P - 1 

- 'P. 2 (v • (j) l,u, E, p, A). (3.16) 
'P 

which occurs in the last of Eqs. (3.16) we obtain 

iti l,u, E, p, A) = cosh2 'Piti l,u, E, p, Ie) 

+ (sinh 'P cosh 'Pj'P)(v x J)i l,u, E, p, Ie) - 'Pb' (j) 

x [cosh 'P(cosh 'P - l)jv2] l,u, E, p, Ie) - (sinh 'PM 

x (v x S)i l,u, E, p, Ie) - 'Pi[(cosh v - 1)/'P2] 

X (v . (j) l,u, E, p, J.). (3.17) 

We may regard (3.17) as being an equation for 
(j; l,u, E, p, J.) which we can solve by bringing over to 
the left-hand side the first of the terms on the right. 

By using (3.10a) and combining terms we obtain 

-sinh2 'P it; l,u, E, p, Ie) 

Now 

= (cosh 'P sinh 'PM(v x L)i l,u, E, p, J.) 

+ (sinh 'P/'P)(cosh 'P - 1)('1 X S)i l,u, E, p, Ie) 

- 'Pi(sinh2 'Pj'P2) (v. (j) l,u, E, p, J.). (3.18) 

(v. (j) l,u, E, p, t.) = i(%IX) exp (-iocv· (j) 

X l,u, E, 0, A)}",=l = i(O/OIX) l,u, E, pI, A)},,=l, (3.19) 

where p' is a function of IX through 

p' = -Eft(vjP) sinh IX'P. (3.20) 

It follows that 

('P;{'P2)(V' (j) l,u, E, p, A) = -iEW(,u,p) 

X (pJp2)p. V l,u, E, p, A). (3.21) 

On using (3.10) and (3.21) and in (3.18) one finally 
obtains Eq. (3.15). 

Theorem 6: The kets !,u, E, p,},,) satisfy the ortho­
normality relations 

(,u, E, p, }"I ,u', E', p', A') = w(fl, p)~< ... ~(,u - ,u') 
x 6(p - p')k(1e I},,'), (3.22) 

where k(J. 1..1.') is a positive definite matrix (or kernel 
of a positive definite integral operator) which may 
depend on fl and E but is independent of p or p'. We 
prove Theorem 6 by means of a series of lemmas. 

Lemma I: Let us define the kernel 

k(,u, E, p, J. I ,u', E', p', ..1.') = (fl, E, p, A I fl', E', p', A'). 

Then the kernel k is Hermitian and positive definite 
in terms of the arguments ,u, E, p, J. considered 
collectively, i.e., 

k(,u, E, p, A I ,u', E', pi, A) 

= k*(,u/, E', pi, },,' I ,u, E, p, },,), (3.23) 

f f f d,u f d,u' f t f dp f dp'j*(fl, E, p, A) 

x f(fl', E', p', }"')k(fl, E, p, Ie l,u', E', pi, A') ~ ° 
(3.24) 
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for any functionf{P, E, p, A). The equality holds only 
if f{P, E, p, A) = O. 

Proof: Equation (3.23) follows from the definition 
of k{p, E, p, A I /1,', E', p', A') and the properties of the 
inner products of the kets l,u, E, p, A). To prove (3.24) 
we construct the state 

1<1» = ~ f d,u t f dp f{P, E, p, A) l,u, E, p, A). 

The requirement that (<I> I <1» ~ 0 in Hilbert space 
where the equality holds only if 1<1» = 0 leads to 
(3.24). Actually one should put some conditions of 
quadratic integrability on the functions f, but with 
these conditions the lemma holds. 

Lemma II: 

k(,u, E, p, AI ,u', E', p', A') = tJ<,etJ(,u - ,u')b(p - p') 

X k(,u, E, P:A I A'), (3.25) 
where k(,u, E, p: A I A') is a positive definite kernel in 
terms of the variables A, A' which in general depends 
on ,u, E, and p. 

Proof' The presence of the b functions on the 
right-hand side of (3.25) comes about in the usual 
fashion because E, ,u, and p are eigenvalues of oper­
ators. For example, following the usual proof, 

(p, E, p, AI M l,u', E', p', A') = ,u{p, E, p, AI ,u', E', p', X) 

= ,u'{p, E, p, AI ,u', E', p', X). 

From this equation we obtain 

(P - ,u')k{P, E, p, A I ,u', E', p', A') = O. 

The solution of this equation is 

k{p, E, p, AI ,u', E', p', X) 

= b(,u - ,u')A(,u: E, p, A IE', p', A'), 
where A is in general a function of ,u and is a positive 
definite kernel in the remaining variables E, p, A as 
follows from the positive definiteness of 

k{p, E, p, AI ,u', E', p', A'). 

One continues the proof in an obvious manner. In 
(3.25) the b functions involving p are Dirac deltas 
because the variables p belong to the continuous 
spectrum, since we are assuming that the Hilbert 
space is separable and hence a nondenumerable set 
of eigenkets must belong to the continuous spectrum. 

The next few lemmas are proved using the require­
ment that the infinitesimal generators are Hermitian. 
Then if A is any of the infinitesimal generators of any 
Hermitian operator which is constructed from them, 
we must have 

(p, E, p, AI A l,u', E', p', A') 

= [(P', e', p', A'I A l,u, E, p, A)]*. (3.26) 

Lemma III: The spin operators Si of Eq. (3.7) are 
Hermitian. 

Proof: Before proceeding to the proof we wish to 
note that this lemma does not state that the kernels 
S;(,A.I A') are Hermitian in the variables A. The lemma 
deals with the notion of Hermiticity in the complete 
Hilbert space as given by (3.26). To prove Lemma III 
it is useful to introduce the four Hermitian operators 
which play such an important role, especially in the 
global treatment. They are 

Wo = (p. J), 

Wi = [HJi + (P x J)i] (i = 1,2,3). (3.27) 

In terms of our basis they act in the following way: 

Wo l,u, E, p, A) = (p. S) l,u, E, p, A), 

Wi l,u, E, p, A) = -E -,uS l,u, E, p, A). [ 
p(p. S) ] 

w(,u, p) + ,u 
(3.28) 

The lemma follows immediately upon using Wo 

and Wi in (3.26), using the fact that the operators 
Pi' M, (H/IHI) commute with the operators S. 

Lemma IV: The operators Li are Hermitian and the 
operator exp (i; . L) is thus unitary. 

Proof: This lemma follows from the Hermiticity 
of Ji , (3.lOa) and the previous lemma. 

Definition: Let; = ($1, $2' $3) define a set of three 
real numbers. We define the rotation matrix Rc;) to 
be the rotation matrix associated with a rotation of 
magnitude $ = 1;1 about an axis in the direction 
given by;. Specifically the matrix elements of R(;) 
are given by 

r~· Ril;) = bij cos ~ - ~ (cos ~ - 1) 
~ 

sin ~ + L Eijk~k -. (3.29) 
k ~ 

Lemma V: 

exp (i; . L) l,u, E, p, A) = l,u, E, p', A), (3.30) 
where 

p' = R(;)p. (3.30a) 

In Eq. (3.30a) we use the obvious notation of a 
matrix acting on a vector to form another vector. 

Proof' From the commutation relations 

[Li , Pi] = i LEiikPk, (3.31) 
k 

which follows from the fifth of Eqs. (1.1) and Eq. 
(3.10a) and from Eq. (2.1) we obtain 

exp (- i; . L)P; exp (i; • L) = L Rij(;)Pi • (3.32) 
i 
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It follows that exp [i; . L] l,u, €, p, A) is a simul­
taneous eigenstate of M, (H/IHI), and Pi with eigen­
values ,u, €, and p;, respectively, where p' is given in 
terms of p by (3.30a). From Theorem 2 and the 
definition (3.4) it follows that exp [i; • L] l,u, €, p, A) 
is a linear combination in A of the kets l,u, €, p', A), i.e., 

exp (i; . L) l,u, €, p, A) = 2 C{~, ;/~,,u, €, p: A, A') 
A' 

X l,u, €, p', A'). (3.32a) 
We obtain C in the following way. Let us differ­
entiate Eq. (3.32a) with respect to ~. One obtains the 
differential equation 

; • L 2 c (~, ~ ,,u, €, P:A; A') l,u, €, p', A') 
~ A' ~ 

= t [:~ c(~, ~,,u, €, P:A, A') ] l,u, €, p', A') 

+ 2 c (~ , ,u, €, p :A') ~ l,u, €, p', A'). (3.33) 
A' ~ O~ 

We now use (3.10), (3.29), (3.30a), and the linear 
independence of the kets l,u, €, p, A) to show that 

(%~)C(~, ;/~,,u, €, P:A, A') = 0, 
from which it follows that C is independent of ~. But 
when ~ = 0 we must have exp [i;. L] = I, where I is 
the identity operator. Thus C{~, ;/~,,u, €, p: A, A.') = 
<5 A,A' • 

Lemma VI: The kernel k(,u, €, p: A I A.') of Eq. (3.25) 
is independent of the direction of p. 

This lemma leads to the definition of the kernel 
m(,u, €, p: A I A') to indicate the independence of the 
direction of p: 

Definition: 
m(,u, €,p: A I A) = k(,u, €, p: A 1 A'). (3.34) 

Proof of Lemma VI: From Lemma V 

(,u, €, p, AI exp (i;. L)I ,u', E', p', A') 

= (,u, E, p, A 1 ,u', E', R(;)p', A') 
= (,u, E, R( -;)p, A I ,u', E', p', A'). (3.35) 

From (3.35) using the form for the inner product of 
the ket vectors we obtain 

<5.,.,<5(,u - ,u')CJ[P - R(;)p']k(,u, €, p:A 1 A') 
= (J.,.,<5(,u - ,u')<5[R( - ;)p - p'] 

X k(,u, €, R( -;)P:A/ A'). (3.36) 
But a well-known property of the three-dimensional 
Dirac (J function is that (J(Rx) = (J(x), where x is any 
vector and R is any rotation matrix. Thus 

(J[p - R(;)p'] = CJ[R( -;)p - p']. 

Hence, from (3.36) we must have for any; 
k(,u, €, p: A I A') = k(,u, E, R( -;)p: A I A'). (3.37) 

Let us pick; in such a way that R( -;)p = tJ, where 

p = (0, O,p). 

Then k(,u, E, p:AI A') = k(,u, €, tJ:AI A'). The lemma 
follows from the fact that tJ is independent of the 
direction of p. 

Definition: Let us define the operators Ni by 

Ni l,u, €, p, A) = -i€w(,u,p)(%Pi) l,u, €, p, A). 
(3.38) 

Lemma VII: The operators Ni are Hermitian 

Proof: The lemma follows from Lemma III, Eq. 
(3.15) and the definition (3.38). 

We can now finish the proof of Theorem 6. 

Proof of 'theorem 6: From (3.38), (3.25), and (3.34) 

(,u, €, p, AI N sl,u', €' , p', A') 

= -i.,(J., .. (J(,u - ,u')m(,u, €, p:A') (J(PI - p~) 

X (J(P2 - p~)w(,u, p') ':,l0 CJ(Ps - p~). (3.39) 
up~ 

On using (3.40) and (3.6) with A replaced by Ni we 
obtain 

m(,u, E, P:A 1 A')W(,u, p')(J'(pS - p;) 

= m(,u, €, p' :AI A')w(,u, p)(J'(ps - p~), (3.40) 
where (J'(x) is the derivative of the <5 function and 
p' = [p~ + p~ + p~2]!. Let f(p) be any function of p. 
Then from the properties of the derivative of the 
(J function we have 

j(p')(J'(ps - p~) = j(p)(J'(Pa - p~) 

X [dj(p)/dP](Pa/p)CJ(Pa - p~). (3.41) 
On using (3.41) in (3.40) we obtain a differential 
equation for m(,u, €, p : A 1 A'), namely 

(d/dp)m(,u, E,p : A 1 A') = {p/[W(,u,p)]2} 

x m(,u, E, p : A 1 A') (3.42) 

for which the general solution is 

m(,u, E, p : A I A') = w(,u, p)k(A 1 A.'), (3.43) 

in which k(A 1 A') is a constant of integration which, 
in general, depends on ,u and E. From Lemma I 
k(A 1 A') must be a positive-definite kernel in A. 

Definition: If k(A 1 A') = (JA,A' we write 

l,u, €, p, A) = l,u, €, p, A). 

Theorem 7: The kernels SiCA 1 A') of Eqs. (3.6) and 
(3.7) are Hermitian in A when we use the basis 
l,u, E, p, A). 

The proof of this theorem is so simple that we omit 
it. The next part of the present section is used to prove 
the following: 
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Theorem 8: The variable A can always be chosen so 
that k(AI A') = 15;.,;.,. 

Proof: We prove Theorem 8 by showing that if 
k(A I A') F- 15 ;',}': another degeneracy variable can be 
found so that in this new variable the condition of 
Theorem 8 is satisfied. 

Since k(AI 04') is positive definite, it has a positive 
spectrum. That is, there exists a complete set of 
eigenvectors with components u;,.({J) such that 

Z k(AI A')u;.{{J) = (Ju;.({J), (3.44) 
A' 

where (J > O. For simplicity, we assume that the 
spectrum of the operator, whose kernel is k(AI 04'), is 
discrete and nondegenerate. More general cases are 
treated in a similar manner. 

The eigenvectors satisfy the following completeness 
and ,orthogonality relations: 

Let us define 

Z u1({J)u;.({J') = r5p,p', 
;. 

Z u;.({J)u1.({J) = 15;.,;." 
p 

(3.45) 

Ip, E, 0, (J) = ({J)-i Zip, E, 0, A)u;.({J). (3.46) 
;. 

Then for the kets Ip, E, p, P) constructed from 
Ip, E, 0, (J) through the use of (3.4), the kernel 
k(PI P') = r5p,p' as can be proved easily. 

The way that the infinitesimal generators act on the 
representer F(p, E, p, A) can be derived from the way 
that these generators act on the kets in the usual 
manner. 

The irreducible representations of the inhomo­
geneous Lorentz group corresponding to finite mass 
can be derived in identical manner by adding more 
necessary conditions. It is clear that we have used 
necessary conditions independent of the ~ representa­
tion to obtain the basis above. If the representation 
is to be irreducible, the mass operator M and the 
operator (HIIHI) must be scalars by Schur's Lemma, 
since they commute with all of the infinitesimal 
generators. Thus p and E can have only one value. 
Furthermore, it is also seen that a necessary condition 
for irreducibility is that the kernels of the spin 
operators Si(AI A') form an irreducible set of gener­
ators of the rotation group. It is also easily shown 
that the representation which is obtained is indeed an 
irreducible representation of the inhomogeneous 
Lorentz group completely characterized by p, E and 
the irreducible set of generators of the rotation 
group, i.e., by 8 2• 

4. BASIS VECTORS FOR ZERO MASS 

We now obtain the basis vectors for zero mass and 
show how the infinitesimal generators act in this 

basis. As mentioned in the Introduction it is only when 
the eigenvalue p. = 0 is a point eigenvalue that We 
must consider the zero-mass representations. For if 
p. = 0 is in the continuous spectrum 0f M, the 
contribution of the zero-mass representations to the 
inner product (1.4) is of zero measure. 

We call "unphysical" those representations in 
which the operators Pi and H are identically zero, 
since no particles correspond to such representations. 
Classically this statement is equivalent to stating that, 
in contrast to the situation for particles of nonzero 
mass, massless particles cannot be brought to rest by 
a suitable change of frame of reference. It might be 
also mentioned that while these unphysical repre­
sentations have no direct particle analog, they are 
still of interest mathematically, since they are 
representations of the homogeneous Lorentz group. 
We assume, however, that the reducible representa­
tions of interest to us do not contain unphysical 
representations. 

Theorem 1: If the simultaneous spectrum of the 
operators Pi contains the point p = 0, then the 
representation is an unphysical representation. 

Proof" Let 10) be a ket corresponding to the 
simultaneous eigenvalue zero of the operators Pi' 
Then 

(4.1) 

and since the mass is zero 

HIO) = o. (4.2) 

Furthermore, from the commutation rules (1.1), if A 
is any of the infinitesimal generators, then 

PiA 10) = 0, HA 10) = O. 

Thus all of the vectors 10) span an invariant space 
characterized by the requirement that Pi = 0 in this 
space. By our definition, this space is unphysical. 

Theorem 1 is also stated in the following way. 

Theorem 1a: In a physical representation the point 
p = 0 is not in the simultaneous spectrum of the 
operators Pi . 

We now come to Theorem 2. 

Theorem 2: Let P be the point 

it = (0, 0, 1). (4.3) 

Then the point it is in the simultaneous spectrum of 
the operators Pi . 

Proof: Let p be a point in the simultaneous spectrum 
of the operators Pi' From Theorem la p ¢ O. Let 
us define ICP) as being the corresponding eigenket. 
This eigenket is also an eigenket of the operators 
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M and (HI/HI) corresponding to the eigenvalues ° 
and E, respectively. Let us also define'll and w by 
(1.24a) and (1.24b) where the p of these equations is 
replaced by the p which is in the spectrum of the 
operators Pi' Then exp [-iva-a] exp [-iw • J 1 <1» is 
an eigenstate of Pi with simultaneous eigenvalues given 
by p. The proof makes use of the integrated form of 
the commutation rules of Sec. 2 in much the same way 
as in Theorem 1 of Sec. 3. 

Let us denote the eigenkets belonging to the 
eigenvalue ° of M, E of (HIIHI), and p = p of P by 
10, E, p, A). The variable A is a degeneracy variable and 
is to be chosen in such a manner that as A runs through 
its values, we obtain all the linearly independent kets 
belonging to these eigenvalues of the operators. The 
functionfa; E, A) is just <~ I 0, E,p, A). 

Definition: Let us define Lu, E, p, A) by 

10, E, p, A) = exp liw • J] exp [iVa-3] 10, E, p, A). (4.4) 

Theorem 3: The ket 10, E, p, A) is a simultaneous 
eigenket of the operators M, (HI/HI), P with the 
eigenvalues 0, E, P respectively. Any other simul­
taneous eigenket of these operators with the same 
eigenvalues is a linear combination in A of the eigen­
kets 10, E, p, A). 

Proof: The proof of this theorem is analogous to 
the proofs of similar theorems of part 3. 

We now show how the infinitesimal generators of 
the group act in this basis. From the previous theorem 

and also 

Pi 10, E, p, A) = Pi 10, E, p, A), 
H 10, E, p, A) = Ep 10, E, p, A), 

M 10, E, p, A) = 0, 

(HI/HI) 10, E, p, A) = E 10, E, p, A). 

(4.5) 

(4.6) 

To obtain the remaining generators of the inhomo­
geneous Lorentz group in this basis we introduce the 
operators B1 , B2 , C. 

Definition: 

Bl = -(H/lHDa-l - J2, 

C=J3 • 

B2 = -(H/lHI)J2 + J1> 
(4.7) 

Theorem 4: B1 , B2 , and C satisfy the commutation 
rules for the infinitesimal generators of the Euclidean 
group in the plane; i.e., 

[B1 ,B2] =0, [B1 ,C]=-iB2 , [B2 ,C] = iB1 • (4.8) 

Proof: The proof is immediately obtained from the 
definition (4.7) and the commutation rules (I. 1). 

Lemma: The kets Bl 10, E, p, A), B2 10, E, p, A), 
C 10, E, p, A) are all eigenkets of the operators M, 
(HIIHI), P with eigenvalues 0, E, p, respectively. 

Proof: The proof of this lemma is similar to the 
proof of the corresponding lemma of the preceding 
section. This lemma allows us to make the following 
definitions: 

Definition: Let us define the kernels T1(AI A.'), 
T2(?1 A'), M(AI A.') by 

B2 10, E, p, A) = ~ TI(A' I A) 10, E, p, A'), 
).' 

B2 10, E, p, A) = ~ T2(?' I A) 10, E, p, A.'), (4.9) 
).' 

c 10, E, p, A) = ~ M(A' I A) 10, E, p, A'). 
).' 

Definition: Let us define the operators T 1 , T2 , and 
Mby 

Tl 10, E, p, A) = ~ T1(A' I A) 10, E, p, A'), 
).' 

T2 10, E, p, A) = ~ T2(A' I A) 10, E, p, A'), (4.10) 
,,: 

M 10, E, p, A) = ~ M(A' I A) 10, E, p, A'). 
).' 

[The operator M of Eq. (4.10) is not to be confused 
with the mass operator M.] 

Theorem 5: The operators Tl , T2 , and M satisfy the 
commutation rules for the infinitesimal generators of 
the Euclidean group in the plane, i.e., Eqs. (4.8). 

Proof: The proof follows from the definition given 
by Eqs. (4.9) and (4.10) and the commutation 
relations for B1 , B2 , and C given by Eqs. (4.8). 

Theorem 6: The infinitesimal generators J i are 
given by the following equations: 

J 1 10, E, p, A) = L1 10, E, p, A) + ~ M 10, E, p, A), 
p + Ps 

J 2 10, E, p, A) = L2 10, E, p, A) + ~ M 10, E, p, A), 
p + Ps 

JsIO, E, p, A) = LsIO, E, p, A) + M 10, E, p, A), (4.11) 

where the operators L; are given by Eq. (3.10). 

Proof: We first prove the last of Eqs. (4.11) 

JaIO, E, p, A) = {-i i. exp [icdal 10, E, p, A)} 
0(1. ~=o 

= {- i i. exp [iocJ a] exp [iw • J] 
0(1. 

X exp [iva-a] 10, E, p, A)L=o' (4.12) 

Now from Sec. 2 and the fact that J a commutes with 

a-a 
exp [iocJs] exp [iw • J] exp [iva-3] = exp [i(1.J3 ] 

X exp [iw. J] exp [-i(1.J3 ] exp [iocJ3] exp [iva-3] 

= exp [iw' • J] exp [iva-s] exp [iocJs], (4.13) 
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where the vector w' is given by 

w~ = WI cos ~ + W 2 sin ~, 

w~ = W 2 cos ~ - WI sin oc, 

w~ = Ws. (4. 13 a) 

Then from (4.12), (4.13), (4.9), (4.10), and (4.4) we 
have 

JaIO, €, p, .?) = {-i(%oc) 10, €, p', .?)},,=o 

+ M 10, €, p, .?), (4.14) 

where p' is related to w' precisely as p is related to 
w,ie., 

p~ = -p sin w(w~/w), 

p~ = p sin w(wl/w), 
I 

Pa = P cos W = Ps. (4.14a) 

On taking the derivative with )':tspect to oc which is 
indicated in (4.14), the third ofEqs. (4.11) is obtained. 

We now derive the first two of Eqs. (4.11). We note 
that 

(w • J) 10, €, p, .?) = {-i(%oc) exp [ioc(w • J)] 

x exp Uv (ts] 10, €, p, .?)},,=l 

= {-i(%oc) 10, €, p', ).)},,=l, (4.15) 
where 

p~ = -psinocw(w2/w), 

p~ = P sin OCW(WI/W), 

p~ = P cos OCW. (4.15a) 

On expressing w in terms of p we thus obtain from 
(4.15) 

(p x J)a 10, €, p, ).) 

= i[ _p2(ojopS) + Ps(p· V)] 10, €, p, ).). (4.16) 

Now, also, 

(w x J)sIO, €, p, ).) = exp [iw • J] exp [-iw • J] 

x (w X J)s exp [iw • J] exp [iv (ts] 10, €, p, A). 

(4.17) 
But from the formulas of Sec. 2 

exp [iw • J](w x J)a exp [-iw • J] 

= (w X J)acos W - wJssin w, 

exp [-iw • J](w x J)a exp [iw • J] 

= (w X J)a cos W + wJa sin w. (4.18) 
Thus 

(w x J);IO, €, p, ).) = cos co exp [iw • J](w x J)a 

X exp [iv (ta] 10, €, j}, ).) + co sin coM 10, €, p, ).) 

= cos2 w(w x J)a 10, €, p, ).) - co cos co sin coJa 
x 10, €, p, ).) + co sin coM 10, €, p, .?). (4.19) 

Equation (4.19) is an equation for (w x J)aIO, €, p, ).) 
which can be easily solved. On replacing w by its 
expression in terms ofp we obtain the following equa· 

tion, on using our known expression for Ja 10, €, p, ).), 

(PIJI + P2J2) 10, €, p, ).) 

= [-ips(p X V)a + (p - Pa)M 10, €, p, ).). (4.20) 

We now consider (4.16) and (4.20) as a pair of simul· 
taneous equations for the unknowns J l 10, €, p, ).) and 
J2 10, €, p, )'). On solving for these unknowns, we 
obtain the first two of Eqs. (4.11). Thus we have 
completed the derivation of the way that the operators 
corresponding to the components of the angular 
momentum act in the basis. 

However, we now have to make some restrictions 
on the operator M which is obtained from the 
representations of the generators of the Euclidean 
group in two dimensions. 

It is easy to show from (4.11) that 

(P • J) 10, €, p, ).) = M 10, €, p, ).). (4.21) 

It then follows that the operator M must be Hermitian, 
since the operators Pi and Ji are Hermitian. 

We use the following definition: 

Definition: If the operator M has any eigenvalue 
which is not an integer or half-odd integer, the 
operator M is called improper. If M is not improper, 
it is called proper. 

Definition: If an operator A has a set of eigen· 
vectors which span the Hilbert space, then the 
operator is said to have a spectral decomposition. 

This latter definition is a somewhat unrigorous 
form of the definition of spectral decomposition used 
by mathematicians. In most physical applications it is 
assumed that in general the Hermiticity of an operator 
assures one that the operator has a spectral de· 
composition. While this assumption is valid if the 
space is finite-dimensional or if the operator is 
bounded, it is not valid in general. We assume that 
M has a spectral decomposition. 

In Ref. 9 the case has been studied in which M has 
only one eigenvalue. (This case corresponds to the 
irreducible representations of the inhomogeneous 
Lorentz group with finite spin.) A simple extension of 
the results of Ref. 9 leads to the following theorems: 

Theorem 7: For any operator M that has a spectral 
decomposition, the operators Ji have a spectral 
decomposition. 

Theorem 8: A necessary and sufficient condition 
that J2 has a spectral decomposition is that M be a 
proper operator. 

I H. E. Moses and R. T. Prosser (to be published). 
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Theorem 9: A necessary and sufficient condition 
that all of the operators 'i have the same spectrum 
is that M be a proper operator. 

Theorem 10: A necessary condition that the 
operators exp ria • J] form a ray representation of the 
rotation group, where a = lal is the angle of rotation 
and the direction of a gives the direction of the axis 
of rotation, is that M be a proper operator. 

The above theorems indicate that the only repre­
sentations of physical interest are those for which M 
is a proper operator. Theorem 8 is particularly 
edifying, for it provides an example of a Hermitian 
operator which does not have a spectral decomposition 
when M is an improper operator. 

We now show how the operators a i act on the 
kets 10, E, p, A). We note that 

exp [iw • J] (fa exp [i'V (fa] 10, E, fl, A) 

= -i(%'V) 10, E, p, A), (4.22) 

where p is related to 'V through (1.24). It follows 
immediately that 

Then 

(w • ct) 10, E, p, A) 
= -!Ew1e-EVT1 10, E, p, A) - tEwae-<vTaIO, E, p, A) 

+ t exp [iw • J](w • ct) exp [i'Vaa] 10, E, fl, A) 

- tE exp [iw • J](w x J)a exp [i'Vaa] 10, E, p, A). 
(4.27) 

Again using Eq. (2.7), 

(w • ct) 10, E, p, A) = E[-(W X J)a cos W + w'a sin W 

- w1e-<vT1 - wae-fVTa] 10, E, p, A). (4.28) 

We rewrite (4.28) by expressing wand 'V in terms of p. 
We also use our expressions for 'i' We have 

(p x ct)aIO, E, p, A) = -E[ip(p X V)a + (p - Ps)M 

+ (p1/p)Ta - (Pa/p)Tl] 10, E, p, A). (4.29) 
We want now to obtain (w x ct)3 10, E, p, A). From 
Sec. 2 we have 

exp (-iw • J)(w x ct)3 exp (iw • J) 

= (w X ct)s cos W + aaw sin w, (4.30) 

exp [-i'V (fs](w X (f)a exp [i'V (fa] 

= (w X (l)a cosh 'V + (w • J) sinh 'V. (4.31) 
Then 

exp [iw • J] (fa exp [i'V (fa] 10, E, fl, A) 
= -iE(P, V) 10, E, p, A). (4.23) (w x ct)3 10, E, p, A) 

= W sin wexp [iw, J]as exp [i'Vaa] 10, E, p, A) 

+ cos W cosh 'Vexp [iw· J] 
But also from (2.7) and (1.24) 

exp [iw • J] aa exp [i'Vaa] 10, E, fl, A) 

= exp (iw • J) (fa exp (-iw • J) 10, E, p, A) 

= [aa cos W + (sin w/w)(w1 a2 - W2 (1)] 10, E, p, A) 

= [(P • ct)/p] 10, E, p, A). (4.24) 

Thus from (4.23) and (4.24) 

(p • ct) 10, E, p, A) = -iEp(p. V) 10, E, p, A). (4.25) 

Now, also using the results of Sec. 2 (noting that 
[(w • J), (w • ct)] = 0), 

(w • ct) 10, E, p, ).) 

= exp [iw • J](w • ct) exp [i'V(fs] 10, E, p, A) 

= cosh 'Vexp [iw • J] exp [i'Vaa](w • 'it) 10, E, p, A) 

- sinh 'V exp [iw, J] exp [i'Va3]( w x J)sIO, E, p, A) 

= exp [iw • J] exp [i'VaS][Wl(al cosh 'V - '2 sinh 'V) 

+ wlaa cosh 'V + '1 sinh 'V)] 10, E, p, A) 
= exp [iw • J] exp [i'Va3][ -!Ewle-"B1 10, E, fl, A) 

- !Ew2e-EvB2 10, E, fl, A) 
+ !W1eEV(al - Ela) 10, E, fl, A) 

+ !W2eEV(aa + Ell) 10, E, fl, A)] 
= -!Ewle-EVT1 10, E, p, A) - !Ewae-£VT210, E, p, A) 

+ !w1eEVexp [iw • J][al cosh 'V + '2 sinh 'V 

- eJa cosh 'V - Eal sinh 'V] exp [i'Va3] 10, E, fl, ).) 

+ !waeEVexp [iw • J]['Ja cosh 'V - '1 sinh 'V 

+ eJl cosh 'V - Eaa sinh 'V] exp [i'Va3] 10, E,fl,A). 
(4.26) 

x exp [i'Vas](w x ct)aIO, E, p, A) 

+ cos W sinh 'Vexp [iw • J] 

x exp [i'Va3](w • J) 10, E, fl, A) 

= W sin wexp [iw • J]aa exp [i'Vaa] 10, E, fl, A) 

- E cos w(!e-fV) exp [iw • J] 

x exp [i'Va3](wlTa - WaTl) 10, E, p, A) 
+ cos w(tefV) exp [iw • J] exp [i'Vaa] 

x (wlaa + EWl'l - Waal + EWa'a) 10, E, fl, A) 
= w sin w exp [iw • J]aa exp [i'V(fs] 10, E, p, A) 

- E cos w(te-fV)(WlTa - WaTt) 10, E, p, A) 

+ cos w(!efV) exp [iw • J] 

x exp [i'Vas][(w x ct)s + E(W • J)] 10, E, fl, A,) 
= -E cos w(te-fV)(WlTa - waTl) 10, E, p, A) 

+ w sin w exp [iw • J] x as exp [i'Vas] 10, E, fl, A) 

+ cos w(teEV) exp [iw • J][(w x ct)3 cosh 'V 

- (w • J) sinh 'V + E( W • J) cosh 'V 

- E(W X ct)a sinh 'V] exp [iva3] 10, E, p, A). (4.32) 
Upon some slight rearrangement Eq. (4.32) becomes 

(w x ct)aIO, E, p, A) 
= -E cos w(te-")(wlTa - WaTl) 10, E, p, A) 

+ we! sin w) exp [iw • J]aa exp [i'Vaa] 10, E, p, A) 

+ t exp [iw • J]{cos w[(w X ct)a + E(W • J)] 

+ w sin was} exp [i'Va8] 10, E, p, A). (4.33) 
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On using (4.23) for the second term on the right and 
(4.30) for the third term on the right we obtain 

(w x (t)s 10, E, p, A) 

= iE cos w[(w. J) - e-'V(wI T2 - w2T I )] 10, E, p, A) 

- fEW sin wi(p • V) 10, E, p, A). (4.34) 

We then express wand v in terms of p to obtain 

(PI'?h + ba2) 10, E, p, A) = E[ -ip(p • V) 

+ ipaP(%Pa) - (ps/p2)(PIT I + b T2) 10, E, p, A). 

(4.35) 

From Eqs. (4.25), (4.29), and (4.35) we may solve for 
a i 10, E, p, A). The results are given by Theorem 11. 

Theorem 11: The operators ai are given by 

al 10, E, p, A) 

=E -IP-+-- + -- I { . a P'I. M [P~ 1J T 
OPI P + Ps p2(p + Ps) P 

+ 2 PIP2 T2} 10, E, p, A), 
P (p + Ps) 

as 10, E, p, A) 

=E{-iPo~s + ;S[P1TI + psT2]} 10,E,p, A). 

(4.36) 

Thus we have finally shown how all the infinitesimal 
generators act on the kets 10, E, p, A). The remaining 
theorems of this section are proved in a manner very 
similar to that for the corresponding theorems of the 
previous section. 

Theorem 12: 

(0, E, p, AI 0, £', p', A') = pd •.•• d(p - p')k(AI A'), 

(4.37) 

where k(AI A.') is a positive definite kernel which may 
depend on E but does not depend on p. 

Definition: If k(AI A.') = d ;',).' , then we define 
10, E, p, A) = 10, £, p, A). 

, 
Theorem 13: It is always possible to choose A such 

that k(AI A') = d;.,)." Furthermore, in the basis 
10, E, p, A) the kernels Ti(AI A.') and M(AI A') are 
Hermitian in the variable A. 

It is now easy to transcribe our results to the 
functions F(O, E, p, A) of Sec. I. 

The irreducible representations for zero mass can 
obviously be obtained by adding the requirement that 
E take on only one value and that the generators of 
the Euclidean group Ti , M form an irreducible set. 
In the special case that Tl = T2 = ° and M is a scalar 
(an integer or a half-odd integer) we obtain the 
representations corresponding to finite spin. Indeed 
this is the procedure which was used to obtain the 
results of Ref. 8. 
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Equations with Connected Kernels for N-particle T Operators * 
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The Lippmann-Schwinger procedure for single particle scattering is generalized for the calculation 
of n-particle T matrices describing collisions of a particle with a bound state of (n - 1) other particles. 
The relevant T operators are expressed in terms of resolvents of compact operators, the equations for 
which are uncoupled. The two-body interactions appear in the form of their T operators only. 

I. INTRODUCTION 

THE Hamiltonian of a scattering system is never a 
compactl operator. Consequently the complete 

Green's function, or resolvent, ~(E) = (E - H)-l 
cannot be constructed in a straight forward manner 
by the Fredholm method or by other procedures that 
are simple generalizations of matrix inversion. In 
single-particle problems, the resolvent is therefore 
obtained by means of the Lippmann-Schwinger 
equation 

~(E) = G(E) + K(EW(E) (1) 

with the kernel 
K(E) = G(E)V (2) 

if V is the interaction of the particle with an external 
force center, and G(E) = (E - HO)-l. The solution 
of the "integral equation" (1) amounts to writing 

~ = (1 - K)-lG. 

Since for a large class of interesting interactions K is 
compact, the resolvent (1 - K)-l can be constructed 
by canonical methods, both numerically and for 
purposes of the study of general properties of ~(E). 

When the problem involves more than one particle 
in interaction, the kernel K of the Lippmann­
Schwinger equation is no longer compact. In the 
instance of two particles without external forces, this 
difficulty can be circumvented trivially by separating 
out the center of mass and reducing the problem to 
an effective single-particle equation. If there are more 
than two particles, this method no longer works. 
Apart from the great complications due to the large 
number of variables involved, this is the essential 
mathematical difficulty in the quantum mechanical 
description of three or more particles in mutual 
interaction. One solution of the difficulty is given by 

• This work was supported in part by the National Science 
Foundation and by the U.S. Army Research Office (Durham). 

1 Compactness of an operator means the same thing as complete 
continuity. 

the Faddeev equations2•3 ; another, by Weinberg's 
approach and its Sugar-Blankenbecler variant.' We 
present here a third method that may be described as 
a simple generalization of the Lippmann-Schwinger 
procedure properly understood. 

The virtues of the new approach are to be stressed 
with some caution. Since the proof of the pudding will 
be in the eating, the relative merits of the various ways 
of attacking the three (or more) body problem will 
manifest themselves in their use. However, the 
possible advantage of this new approach over 
Weinberg's equations is that the present ones do not 
contain both the two-body interactions and their T 
operators, but only the latter. 5 On the other hand, 
unlike the Faddeev equations, with which they share 
this feature, they are not coupled operator equations. 
This may be an advantage, particularly for numerical 
calculations. Of course, once reduced to a specific 
representation, they cannot avoid such couplings as 
exist between various angular momentum components, 
for example, but the number of simultaneous integral 
equations is much reduced. What is perhaps more 
important, the generalization to n particles is, in 
principle, straightforward. That too, is in contrast to 
the Faddeev method. 6 

2 L. D. Faddeev, Zh. Eksperim. i Teor. Fiz. 39, 1459 (1960) 
[English transl.: Soviet Phys.-JETP 12, 1014 (1961)]; Dok!. Akad. 
Nauk SSSR 138,565(1961) [English transl.: Soviet Phys.-Doklady 
6, 384 (1961)]. 

3 L. D. Faddeev, Mathematical Aspects of the Three·Body Problem 
in Quantuln Scattering Theory (Daniel Davey & Company, Inc., 
New York, 1965). 

4 S. Weinberg, Phys. Rev. 133, B232 (1964); R. Sugar and R. 
Blankenbec1er, ibid. 136, B472 (1964). See also C. van Winter, Kgl. 
Danske Videnskab. Selskab, MatAys. Skrifter 2, no. 8 (1964) and 
no. 10 (1965). 

5 Another advantage is that the resolvents to be constructed 
contain no singularities that are not present in the full Green's 
function. The problem of spurious "homogeneous solutions" does 
not arise. [See P. G. Federbush, Phys. Rev. 148, 1551 (1966); J. V. 
Noble, Phys. Rev. 148, 1553 (1966); R. G. Newton, ibid. 153, 1502 
(1967).] 

6 The Faddeev method has been generalized to more than three 
particles by L. Rosenberg, Phys. Rev. 140, B217 (1965); V. A. 
Alessandrini, J. Math. Phys. 7, 215 (1966); J. Weyers, Phys. Rev. 
145,1236 (1966); 151, 1159 (1966). 
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In Sec. II we briefly discuss in various ways the 
troubles with the Lippmann-Schwinger equation for 
more than one particle. In Sec. III we give the formal 
solution of the difficulties. In Sec. IV we prove that 
the equations obtained contain only "connected" 
kernels, and we examine their compactness. In 
Sec. V we discuss the simple example of three 
particles, one of which is infinitely massive. Section VI 
contains a discussion of the general three-body 
problem, and Sec. VII, of the n-body problem. 

II. DISCONNECTED DIAGRAMS 

Let us first briefly look at the two-particle problem, 
with V(lrl - r 2D as the inter-particle potential. 
Because V depends only on the distance between the 
particles, it commutes with the total momentum 
operator P. The two-body Green's function 

in which 

G(E) = [E '- (p~/2ml) - (p:/2m 2W 1 

= [E - (p2/2/l) - (p2/2M)r\ 

P = PI + P2, P = HPI - pJ, 
M = ml + m2' /l = m1m2/(ml + m2) 

also commutes with P. Hence so does the product 
K = GV. As a consequence K cannot be a compact 
operator in the two-particle Hilbert space. This can 
be seen either from the fact that, in the momentum 
representation, K must contain a ~ function, expressing 
the conservation of total momentum, or from a 
lemma7 whose relevant corollary states that if K is 
compact and commutes with a Hermitian operator 
whose entire spectrum forms a continuum, then K = O. 

Now, because both the kernel and the inhomo­
geneity G in the Lippmann-Schwinger equation (1) 
contain the same momentum conserving ~ function, 
it must be present in ~ and can be factored out. The 
remaining factor then obeys a Lippmann-Schwinger 
equation which looks just like that for a one-particle 
problem, and the difficulty has been removed. 

Mathematically speaking we are looking at the 
subspace of the two-particle Hilbert space which is an 
eigenspace of the total momentum.8 On this subspace 
the kernel of the Lippmann-Schwinger equation is 
compact. 

Now, when there are more than two particles, the 
difficulties are of a similar nature. But they cannot be 
removed so simply. Because of the presence of binary 

1 R. G. Newton, Scattering Theory of Waves and Particles 
(McGraw-Hili Book Company Inc., New York, 1966), p. 203. 

8 Strictly speaking there is, of course, no such eigenspace. We do 
not know how to formulate this statement rigorously in Hilbert 
space language. It can be seen below what exactly is meant in the 
momentum representation. 

FIG. 1. The diagram. for the interactions of 

XI
2 

~ 
~ 

3 

two particles. 

FIG. 2. A disconnected three-particle diagram. 

potentials,9 the kernel of the Lippmann-Schwinger 
equation is a sum of terms, each of which commutes 
with a different momentum. Therefore it is not 
compact. But, except for the total momentum, there 
is no ~ function that can be factored out to remove the 
trouble. If we draw a diagram such as in Fig. I for 
the interaction of two particles, then the lack of 
compactness of a three-particle kernel can be at­
tributed to the presence of "disconnected diagrams" 
such as in Fig. 2, and their repetition (in a familiar 
perturbation theory language). The fact that particle 3 
does not interact is responsible for the ~ function that 
expresses the conservation of its momentum. 

Abstractly speaking the general situation is as 
follows. Let us suppose we have two operators A and 
B that satisfy these conditions: 

(a) There exists a set of mutually commuting 
Hermitian operators with continuous spectra only, 
that falls into three disjoint classes. The members Pa 
of the first commute with B, but not with A : 

[A,Pa] ~ 0, [B,Pa] = 0; 

those of the second, Pb' commute with A, but not 
with B: 

those of third, Pc, commute with both A and B: 

[A,pc] = [B,pc] = o. 

(b) On the eigenspaces of Pb and Pc (Le., where Pb 
and Pc are fixed numbers) A has the Hilbert-Schmidt 
property.lO Similarly, B has the Hilbert-Schmidt 
property on the eigenspaces of Pa and Pc' Furthermore, 
the products AB and BA are in the Hilbert-Schmidt 
class on the eigenspaces of Pc' . 

Under these conditions A and B are not compact, 
and there generally does not exist an invariant 

• Note that this has nothing to do with assuming that there are 
two-body forces only. The disconnected diagram troubles appear as 
soon as binary forces are present, regardless of the existence of 
three-body (or more) potentials. 

10 The operator A has the Hilbert-Schmidt property if tr AA t V 
00. We then also say that A is in La. This property implies compact­
ness. 
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subspace on which the operator C = A + B is 
compact either. That is to say, C cannot be made 
compact by "factoring out a 0 function." If we try to 
construct (1 - yC)-1 by power series expansion in y, 
the trouble becomes visible in the form of "discon­
nected diagrams." 

Using a representation in which all the p's are 
diagonal, we have 

(p~, p~, p~, IX'I A Ip~, p~, p'~, IX") 

= o(p~ - p~)o(p~ - p~)A(p~, p~; p~, IX'; p~ ,IX"), 

(p~, p~ , p~ , IX'I B Ip~, p~ , p~ , IX") 

= o(p~ - p~)o(p~ - p~)B(p~, p~; p~, IX'; p~ , IX"). 

Condition (b) says that A(p~, P:; p~, IX'; p; , IX"), 
considered as an integral operator on the variables 
Pa and IX, is in L2, 

fd ' d "d ' d "IA(' '. , '. " ")1 2 < Pa Pa IX IX Pb' Pc, Pa' IX, Pa' IX 00. 

Analogously for B, 

fd ' d "d ' d "IB(' '. , '. " ")1 2 < Pb Pb IX IX Pa' Pc, Pb' IX, Pb' IX 00. 

Furthermore, if we write the operator product: 

(p~, p~, p~, IX'I AB Ip~, p~, p'~, IX") 

= o(p~ - p~)(AB)(p~; p~, p~, IX'; p~ , p~ , IX"), 
where 

(AB)(p~; p~, p~, IX'; p~, p~, IX") 

=fdIX"'A(p' P" P' IX" P" IX"') - b' C' a' , a' 

x B(p~, p~; p~, IX"'; p~ , IX"), 

then (AB)(p:; p~, p~, IX'; p; ,p; , IX"), considered as an 
integral operator on the variables Pa' Pb, and IX, is 
in L2, 

amounts to using the algebraic identity 

(E - H)-1 = (E - Ho - V)-l 

= [1 - (E - HO)-l V]-l(E - HO)-l; 
that is, 

from which we get the Lippmann-Schwinger equation 
by writing 

(1 - K)-l = 1 + K(1 - K)-l. 

We proceed similarly here: 

(1 - A - B)-I 

= [1 -(1 - A)-lB]-l(1 - A)-l 

= [1 - B - A(1 - A)-IB]-l(l - A)-l 

= (1 - B)-1[1 - A(l - A)-lB(l - B)-l]-l 

(3) 

x (I - A)-I. (4) 

Now because of our assumptions on the operators A 
and B, each of the three terms into which (1-A - B)-l 
has been factored is the resolvent of an L2 operator 
on an invariant subspace (i.e., after appropriate 0 
functions have been factored out). Each of these can 
therefore be constructed by the analog of a Lippmann­
Schwinger equation with a Hilbert-Schmidt kernel, 
such as (3). 

Let us introduce the notation 

T(A) == TA == A(1 - A)-l, 

R(A) == RA == 1 + TA = (1 - A)-l, 

as convenient and suggestive abbreviations. Then our 
result (4) can be written 

RA+B = RAR(TBTA)RB 

= RBR(TATB)RA . (4') 

The corresponding T operator is given by 

TA+B = TAR(TBTA)RB + TBR(TATB)RA 

= RAR(TBTA)TB + RBR(TATB)TA , (5) 

which can also be written 

f dp~ dp~ dp~ dp~ dIX' dIX" where 
(6) 

x I(AB)(p~; p~, p~, IX'; p~, p~, IX")1 2 < 00. 

The problem now is to construct the resolvent 
(1 - C)-l in terms of resolvents of compact operators 
only. 

III. THE CONSTRUCTION OF THE 
RESOLVENT 

The construction of (1 - C)-I proceeds in analogy 
with the Lippmann-Schwinger procedure. The latter 

Because T1!B contains no terms that commute both 
with Pa and Pb' it is expected to be "connected" on the 
eigenspaces of Pc' We say that T1!B is the connected 
part of TA +B • 

The construction of TA+B or of RA+B is thus 
accomplished by the successive construction of RA , 

RB (or TA , TB ), and then, in terms of these, of 
R(TATB) or T(TATB). These are the essentially new 
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resolvents or T operators. Note that they do not 
involve A or B themselves, but only TA and TB . 

The procedure can be repeated and applied to more 
than two terms. We find after some straight forward 
algebraic manipulations that 

RA+B+O = RAR(TBTA)RBR(ToTA)RDR(ToTB)Ro 

(7) 

with 

and similarly 

TA+B+O = TA+B + RAT(To~4) 

where 

T1~B+O = RA+BT(c\ToTA + ToTB) + TBT(TcTA) 

+ TAT(ToTB) + RA+BTER(TcTA + ToTB), 

E == R[ToCTA + TB)]ToT1~B' 
In general, we can always reduce the resolvent of 

a sum of n + 1 operators to that of a sum of n 

RC~IAi) = R(~Ai)R[T(An+1)T(tAi)JR(An+1)' 
(9) 

In the next step T(!r Ai) must be written as a sum 
of disconnected pieces and a connected term 

(10) 

+ RBT(ToTB) + T1~B+O' (8) so that 

R(~IAi) = R(t Ai)R[ T(A n+1)T(</) (t Ai) JR[ T(A"+I)T(c) (t Ai) T(A n+1)T(d)(t Ai) J 

At this point the calculation is reduced to that of 

and of 

Everything else in (11) is connected. 

IV. PROOF OF CONNECTEDNESS 

In our applications of these general results, the 
operators A, B, C, etc., are all of the form of 
Lippmann-Schwinger kernels. Schematically, VI may 
be the potential for particle I, V2 the potential for 
particle 2, and G the two-particle Green's function. 
Then in the momentum representationll 

ACE; kl' k 2 ; k;, k~) = O(k2 - k~)A(E - k~; kl' kD, 

B(E; kl' k 2 ; k~, k~) = O(ki - kDB(E - k~; k2' k~). 

(12) 
with 

A(E; k, k') = VI(k - k')j(E - k'2), 

B(E; k, k') = V2(k - k')j(E - k'2). 

(The tildes indicate Fourier transforms.) Similarly 
for the operators T(A) and T(B). If T1(E; k, k') and 
T2(E; k, k') are off-the-energy-shell two-body T 

11 In order not to complicate the formulas in this section un­
necessarily we use such units for the k i that the kinetic energy of the 
ith particle is simply k~ . 

X R[ T(An+1)T(c) (t Ai) J R(An+I). (11) 

Consequently, we have 

(AB)(kl' k 2 ; k~, k~) = A(E - k;; kl' k~) 

x B(E - k?; k2' k~) 

and similarly for TATB . Therefore, if the kernels 
A(E; k, k') and B(E; k, k') are in V uniformly in E, 
then it follows immediately that the kernel AB is in V. 

Now, for complex E it is quite simple to see that A 
and B are in V. For real E it has been shown by Jost 
and Pais12 that A2 and B2 are in the Hilbert-Schmidt 
class under very general and weak conditions on 
the potentials. Since the energy appears in their proof 
(in the coordinate representation) only as a phase 
factor, which in turn is eliminated right from the 
start, their demonstration shows the necessary 
uniformity in E at the same time. So we have the 
result that AB contains no disconnected diagrams 
and furthermore, (AB)2 is V for real E. 

The situation for TATB is more complicated. Let 
us first take E complex. Then, as an integral operator 
on ki ,(1 - A)-I is bounded uniformly with respect to 

11 R. Jost and A. Pais, Phys. Rev. 82, 840 (1951). 
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the real part of E. But since 

tr(ab)(ab)t = tr(ata)(bbf):::;; Ilbll 2 trata, 

it follows that TA = A(1 - A)-l has the Hilbert­
Schmidt property uniformly with respect to the real 
part of E. Consequently TATB is in £2 when E is 
complex. This proves that (1 - TATB)-l is "con­
nected." Disconnected diagrams cannot appear when 
E is made real. 

But disconnectedness is not all one has to worry 
about here. The foregoing argument is not sufficient 
to show that for real E the operator TATB is in £2 or 
even compact. The main difficulty comes from the 
fact that if VI leads to bound states then, as a function 
of E, T1(E; k, k') has poles at negative values of 
E = En, n = 1, 2,···. Hence for every value of 
E ~ El the integral operator Tl(E - k~; kl' k~) 
fails to exist for certain values of k2. The situation 
with such bound states present is the one of particular 
interest. If there are no bound states in any of the 
two-particle systems, then no scattering target can 
be formed. 

Rather than attempting an independent proof that 
for real E the operator TATB is compact, we simply 
refer the reader to the paper by Faddeev.a The same 
problem arises, of course, in the context of the 
Faddeev equations, and his proof is applicable in the 
present context as well (see particularly Sec. 6 of 
Ref. 3). 

It is clear that all the arguments of this section are 
easily generalized to particles in mutual interaction. 
That involves a relabeling of the variables only. 
Furthermore, they are readily generalized to more 
than two sets of k's and more than two operators. 
For example, we may have 

A(kl' k2> k3; k~, k~, k~) 

= !5(k2 - k~)!5(ka - k~)A(E - ki - k=; kl' kD, 

B(kl' k2' k3; k~, k;, k~) 

= !5(k1 - kD!5(ka - k~)B(E - k~ - k:; k2' kD, 

C(kl' k2' k3; k~, k~, k~) 

= !5(kl - k{)!5(k2 - k~)C( E - k~ - k~; k3 , k~), 

and then prove the connectedness of the product ABC. 

V. THREE-BODY PROBLEM WITH ONE 
PARTICLE FIXED 

As an example, let us consider a three-body problem 
with particle 3 infinitely massive and fixed at the 
origin. Then 

H = Ho + V1+ 2 + Vl2 , V1+2 = VI + V2. (14) 

The first step is to factor out G = (E - HO)-l: 

E - H = (E - Ho)(1 - A - B) (15) 

with 

A = GV1+2' B = GVl2 • 

Equation (4') tells us that 

(16) 

~ = (E - H)-l = RA+BG = RBRCRAG, (17) 

where 
C = TATB . 

Therefore we must construct RA , TA , RB , and TB • 

The first two are the Green's function and T 
operator of the problem in which particles 1 and 2 do 
not interact with one another: 

1 - RA = 1 -(1 - GV1+2)-1 

= (E - Hl - H2)-1 V1+2 = GT1+2 

and Hl anCl H2 commute. This Green's function can 
be constructed from the solutions of the two one­
particle problems with Hl and H 2, and so can the 
corresponding T operator. For example, for values of 
E such that the spectra of Hl and of (E - H2) are 
disjoint we may write 

(E - Hl - H 2)-l = ~ r dz(z - Hl)-l 
2m Je 

X (E - z - H 2)-t, (18) 

where the contour e separates the spectra of the 
operators Hl and (E - H2), leavin~ that of Hl on 
its left.l3 

The other two operators, RB and TB , are the 
Green's function and T operator of the two-body 
problem in which particles 1 and 2 do not see particle 
3. If we write 

Ho = HOCM + H Ol2 , 

where HOCM is the kinetic energy of the center of 
mass of particles 1 and 2, and HOl2 is the kinetic 
energy of the relative motion, then 

1 - RB = 1 - (1 - GVl2)-l 

= -(E - HOCM - HOl2 - Vl2)-lVl2 = -GTl2 • 

In the invariant subspace in which the center-of-mass 
momentum of 1 and 2 is fixed, this is a one-particle 
Green's function. We may therefore assume that it and 
the corresponding T operator have been constructed. 

Weare left with 

1 - Rc = (E - Ho - T1+2GTl2)-lT1+2GTl2' (19) 

which involves the Green's function of an effective 
energy dependent Hamiltonian whose interaction 
part is given by 

(20) 

13 Equation (18) was given by L. Bianchi and L. Favella [Nuovo 
Cimento 34, 1825 (1964)]. but their proof is more complicated than 
necessary. All that is needed is to apply (E - HI - H.) to both 
sides of (18) and then to carry out the integral by Cauchy's residue 
theorem. 
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The construction of this Green's function contains no 
disconnected diagrams, because for complex values of 
E (on the physical sheet) the operator GT1+2GT12 is in 
V. All the important properties of this three-body 
problem that differ from those of the three individual 
two-body problems are contained in the function 
(f) = (E - Ho - Je')-l which is the solution of an 
integral equation with compact kernel: 

(f) = G + GJe'(f). (21) 

The pseudo-Hamiltonian Je' has a simple physical 
interpretation. It clearly describes the scattering of 
particles 1 and 2 by one another, followed by free 
propagation and subsequent scattering of both 
particles by the center. Because this single term Je' 
involves both particles and the center, it leads to no 
disconnected graphs. 

Rearrangement collisions in which initially particles 
1 and 2 are bound together and finally particle 1 or 2 
is bound with the center, are described by matrix 
elements of the operator14 

(22) 

between bound-state eigenfunctions of Ho + V1+2 
and Ho + V12 . We find that 

(23) 
or 

(23') 

so that the only problem is to construct the Green's 
function (f) for the interaction Je' .15 

VI. THE FULL THREE-BODY PROBLEM 

The general three-body problem is more compli­
cated than the one outlined above because, when the 
mass of the third particle is finite, then T1+2 cannot 
be constructed so easily. One then has to fall back 
on Eqs. (7) and (8), with the operators A = G V12 , 
B = GV13 , and C = GV2S ' These contain resolvents 
of compact operators only (at least for complex 
energies) and so there are no disconnected diagram 
difficulties. 

Rearrangement collisions of the type (12)3 -+ (13)2 
are described by matrix elements of the operator1' 

Tb!! = VIS + V23 + (V12 + V2S)~(VlS + V2S) (24) 

between eigenstates of Ho + V12 and Ho + V13 in 
which particles 1 and 2 or 1 and 3, respectively, are 

14 See, for example, p. 485 of Ref. 7. 
15 It is only fair to point out that, in this simple special case in 

which one particle is infinitely massive, the Faddeev equations can 
also be uncoupled and then lead to the same equations we get with 
the present method. 

bound. We then get 

GTba = B + R(ToTB)RoR(TATB)RDR(TATo) - 1 
- ~~ 

with 

D = T(TATo)T(TATB) + R(TATo)TATj;toR(TATB)' 

Similarly, for a dissociation collision (12)3 -+ 123 we 
need matrix elements of the operator 

Tea = Vl3 + V2S + (V12 + Vl3 + V2S)~( VIS + V2S), 
- (26) 

and we get 

GTea = RoR(TBTo)RBR(TATB)RDR(TATo) - 1. 
- (27) 

All the essentially new properties of the S matrix 
for three-body collisions are contained in the resolvent 
RD' The latter can be written as a Green's function 
of a pseudo-Hamiltonian whose interaction term is 
given by 

Je' = T12G2S.12[T2SGT13 + T2SGT12GTlS + TIS 

X (1 + GT2S)G2S.1ST2s(1 + GT1S)](1 + GTUG13.12TlS) 
(28) 

with the auxiliary Green's functions 

G23.12 = (E - Ho - T2SGT12)-1, 

G2S.1S = (E - Ho - T23GT13)-1, 

Gl3•12 = (E - Ho - Tl3GT12)-l. 

VII. THE n-BODY PROBLEM 

(29) 

It is clear how we proceed in the n-body problem, 
using the procedure of Eqs. (9) to (11). Unfortunately 
it is not possible to reduce the (n + I)-body problem 
in any simple way to the n-body problem. But if we 
know not only the T operators for n particles but 
also their split-up into connected and disconnected 
parts, then it is straight forward (but complicated) to 
calculate the T operator, or the Green's function, for 
(n + 1) particles. The main difficulty in the next step 
is the separation of the (n + I)-body T operator into 
connected and disconnected parts. That involves all 
the lower-order terms and no simple iterative scheme, 
based on the connected and disconnected parts of the 
n-body T operator only, exists. 

The result is that the calculation becomes rapidly 
more and more cumbersome as the number of particles 
increases. Even though in principle the present 
method allows the calculation of any cQllision or 
reaction amplitude for n particles by solving integral 
equations with compact kernels only, if n is large it is 
surely not practical. There is no hope that this 
method has anything to contribute to the many-body 
problem. 
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A. straig~tforwar~ met~od of converting the c?rnrnutation rules. of the .generators of a group into a set 
of dilTereI?-tlal equations IS developed. The detaIled development IS applIed to SU(3). Differential oper­
ators .hav~ng the correct co~u~ators are constructed ~nd then combin~d into the 9uadra~ic and cubic 
~ombmatt0J?-S of the two Casimir oper~tors. The solu~lOn or the resl!ltmg set of dlfferenttal equations 
~s the .mat~lx .element of a general fintt~ transform~tlon .wIth the nght-hand state specialized to the 
ISOtOPIC spm smglet. The set of such matrIX elements IS eqUivalent to the set of SU(3) harmonic functions 
derived by Beg and Ruegg. The isotopic spin-hypercharge content of the irreducible representations of 
SU(3) is deduced from the form of the matrix element. though prior knowledge of the fact that each 
irreducible representation of SU(3) possesses an isotopic spin singlet is assumed. 

INTRODUCTION 

T'_~( 
-i 

~). N'- (~ 0 

0 

T,-~(: 
0 

~). M- (~ -1 

0 

u_~(~ 
0 

~), M'_(~ 1 

0- 0 -2 0 

0 

-~). 0 

0 

0 

~). 0 

1 

0 -} 0 

(1.1) 

A SET of functions which carryall the irreducible 
representations of SU(3) and some representa­

tions of U(3) has been derived by Beg and Ruegg.1 

These authors considered differential operators in a 
three-dimensional complex space in analogy with 
SU(2). It has been found in the present work that the 
same functions can be derived by a different procedure 
which starts by considering the matrix element of a 
general finite SU(3) transformation between suitably 
restricted states. The specialization of one of the states 
to an isotopic spin singlet eliminates the dependence 
of the matrix element on three of the eight variables 
of the general transformation, and differential 
operators which represent the eight generators of 
SU(3) are derived in the five remaining variables. 
Differential equations which represent the two 
Casimir operators are formed and solved, and in this 
way the original matrix element is evaluated. Finally 
the isotopic spin-hypercharge content of the irreduc­
ible representations of SU(3) is deduced from the 
resulting expression for the matrix element. 

In the physics of elementary particles it is well known 
that Ti are interpreted as the generators of isotopic 
spin and U is the generator for hypercharge so that 
the electric charge of a particle is given by Q = 
e(Ts + 1/2U). The four remaining operators connect 
the isotopic spin-hypercharge multiplets, thereby 
enlarging the group from SU(2) X U(1) to SU(3). 

1. SU(3) TRANSFORMATIONS 

As a model of the Lie algebra of SU(3), a set of 
eight Hermitian, traceless, 3 X 3 matrices are used. 
These matrices are the ones used by Pursey2 in his 
treatment of the irreducible representations of SU(3). 

1 

o 
o 

o 
o 
o 

1 M. Beg and H. Ruegg. J. Math. Phys. 6, 677 (1965). 
2 D. L. Pursey, Proc. Roy. Soc. (London) Al75, 284 (1963). 

A general finite SU(3) transformation can be 
expressed in the form 

(1.2) 
However, with the use of the identityS 

eABe-A = ~ .!. [A, }nB], 
n=O n! 

(1.3) 

8 E. Merzbacher, Quantum Mechanics (John Wiley & Sons. Inc .• 
New York. 1961). p. 162. 

857 
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where 
[A, }OB] = B, 

[A, PB] = [A, B], 

[A, }2B] = [A, [A, B]], 

(1.4) 

it can be shown that 

{ [

COS (t~~) cos [HI" + ~~)]N ]l 
. + cos (l~~) sin [t(y' + ~~). ]N' = exp -IV • + sin (t~~) cos [HI" - ~~)]M 

+ sin (t~~) sin [HI" - ~~)]M' 

(1.5) 

Therefore, this form can be used to represent the last 
exponential in Eq. (1.2), so that with some redefinition 
of the variables and with the observation that the 
product of two SU(2) transformations is, by the 
group property, a third SU(2) transformation, Eq. 
(1.2) becomes 

(1.6) 

The set of matrix elements of b between states of 
the same irreducible representation of SU(3) can be 
regarded as the most general set of harmonic functions 
which carry that representation. It is in precisely this 
sense that the rotation matrices Dimm' are the most 
general SU(2) harmonic functions. The mathematical 
complexity of the general problem for SU(3) has not 
yet been resolved, but if one of the states is restricted 
to the isotopic spin singlet component, the problem 
is much easier. Since every irreducible representation 
possesses such a component,2 no loss of generality 
in the representations of SU(3) is incurred. The matrix 
element of b with a general state on the left and the 
isotopic spin singlet component (t = 0) on the right 
is denoted as tp 

tp = (e(3)e(2); tfl, u/ b /e(3)e(2); 00, uo) (1.7) 

in anticipation that tp is one of the harmonic functions 
under consideration. Here u is the eigenvalue of U, 
the hypercharge, and fl is the eigenvalue of Ta. The 
two numbers e(3) and e(2) label the irreducible 
representations and are the eigenvalues of the two 

Casimir operators.2 

C(Z) = T~ + T~ + Ti + ! U2 

+ !(N 2 + N'Z + M2 + M'Z), 

CIa) = tT1([N, M]+ + [N', M']+) 

+ tTl -[N, M']+ + [N', M]+) 
+ tTa(N2 + N,2 - M2 _ M,2) 

( 
2(Ti+ T~+ T;) - tu2 } 

+ U -1 _ !(N2 + N,2 + M2 + M,2)' (1.8) 

The simplification that results from choosing the 
isotopic spin singlet component on the right is that 
the dependence of tp on 1", ~~, and ~~ drops out. 

tp = (c(3)c(2); tfl, u/ T /c(3)c(2); 00, uo) 
= (c(3)c(2); tft, u/ e-iPU e-ia3T3e-ia2T2e-iyT3e-ivN 

X /c(3)c(2); 00, uo). (1.9) 

In the SU(2) analogy, the dependence of D!..m' (q;, e, X) 
on X drops out when m' is taken to be zero. 

The boundary conditions of tp in the remaining five 
variables can be inferred from the fundamental 
representation Eqs. (1.1). There the eigenvalues of the 
Ti are ±t, 0, those of U are +1, -£, and those of N 
are ± 1, 0. Since in any representation the eigenvalues 
of a generator must be linear combinations with 
integer coefficients of its eigenvalues in the funda­
mental representation, tp must be periodic over 617 in p, 
417 in ~a, ~2' and I' and 217 in v. Furthermore, tp must 
be regular in the five variables because of the unitary 
nature of T. The next section shows how differential 
operators that have the commutation rules of SU(3) 
can be constructed in the five variables. 

2. DIFFERENTIAL OPERATORS OF SU(3) 

If a set of differential operators can be found which, 
operating on tp, have the effect of placing each of 
the eight generators of SU(3) somewhere in the matrix 
element, then the Casimir operators of Eq. (1.8) can 
be used to form two partial differential equations for 
tp. The boundary conditions of tp, its regularity, and 
the unitarity condition explained below then suffice 
for the complete evaluation of tp except for an over­
all constant multiplier which can be determined from 
the condition that tp must go to <5 t •o<5l'.o<5I"l'o when its 
arguments go to zero. 

In the following let G stand for one of the eight 
generators and let D(G) stand for a differential 
operator which represents G. Then if 

D(G)tp = D(G) (c(3)e(2); tft, u/ T /c(3)c(2); 00, uo) 

= - (e(3)e(2); tft, u/ GT /e(3)e(2); 00, uo) 
(2.1) 
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it becomes a trivial matter to show that 

[D(G), D(G')]V' 

= -(c(3)c(2); II', ul [G, G']Tlc(3)c(2); 00, uo). (2.2) 

Thus the differential operators D( G) have the com­
mutation rules of the generators of SU(3) at least 
when operating on V'. Now let 

D(U) = dP(U)'!.E.. + dIl3(G)!1... + dIlB(G)!~ 
i op i o(/.a i 0(/.2 

+ dY(G)~~ + dY(G)~~, (2.3) 
t oy t 0'/1 

where the coefficients dP(G), ... , dY(G) are each func­
tions of the five variables. 

Because the three generators Ti acting on the right­
hand state of V' produce zero, it is expedient to 
commute the results of the differentiations through 

0 0 

l sin 2v ! cos (/.2 sin 2v 

to the right of T. In this way five equations in 
dP(G), ••• ,dY(G) result from the coefficients of the 
generators N, N', M, M', and U. That is, 

D(G)V' = -(c(3)c(2); tl', ul T( rIGT) Ic(3)c(2); OO,uo) 

= -(c(3)c(2); tl', ul T 

dP(G) 

d"3(G) 

X (NN'MM'U)A d"B(G) 

dY(G) 

dY(G) 

X Ic(3)c(2); 00, uo), (2.4) 

where A is a 5 X 5 matrix; the elements of which are 
functions of the five variables. The finite transforma­
tion of any generator by any other generator is 
tabulated in the Appendix. Using this table it can be 
shown that 

0 0 1 

0 ! sin 2'/1 0 

A= 0 l sin (/.2 sin y sin '/I t cos y sin '/I 0 0 (2.5) 

° -l sin (/.2 cos y sin '/I t sin y sin v 0 0 

HI + 3 cos 2'/1) -I cos (/.2(l - cos 2v) ° -t(l - cos 2'/1) 0 

det {A} = -is sin2 v sin 2'/1 sin (/.2' It is efficient at this point to invert A. Then as T-IGT is evaluated for each 
generator G with the help of the Appendix, the problem of finding the coefficients dP(G), ... , dY(G) becomes 
a simple matrix multiplication 

A-I = 

o i csc 2v(1 - cos 2'/1) 0 0 1 

o 0 2 csc '/I CSC (/.2 sin y - 2 csc v CSC (/.2 cos Y 0 

o 0 
o csc 2'/1(1 + 3 cos 2'/1) 

1 0 

2 csc v cos Y 

-2 csc v cot (/.2 sin y 

o 

2csc '/I sin y 

2 csc '/I cot (/.2 cos Y 

o 

o 
-2 
o 

It should be obvious that the operators D(Ti) will 
take the usual form with y, (/.2' and (/.3 interpreted as 
Euler angles. Similarly, it is evident that D(U) = 
l/i(%P). The complete calculation shows 

1 a 
D(U) = i op' 

D(N) = i sin (p + (/.3 + ~) cos (/.2 tan v! ~ 
2 2 2 i 'O{3 

- sm + - + - sec-cotv--. (p (/.3 Y) (/.2 1 '0 
2 2 2 i 0(/.3 

- 2 cos + - + - sm - cot '/I - -({3' (/.3 y). (/.2 1 '0 
2 2 2 i 'O(/.2 

- sin(p + ~3 +~) (cos ~2 tan v 

(2.6) 

. 1 a + CSC(/.2 sm (/.3--' 
i oy 

+ sec - cot v --(/.2 ) 1 a 
2 i oy 

1 a 
D(Ts) = -:-;-, 

t U(/.a 

+ cos (p+(/.a+~) COS(/.2!~. 
22 2i'Ov 
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D(N') = -I cos (p + (Xa + 2:) cos (Xa tan'll! ~ 
2 2 2 i op 

+ cos (p + (Xa + ~) sec (Xa cot'll! ~ 
2 2 2 i o(Xa 

- sm + - + - sm - cot '11--2 .(P (Xa r).(X1l 10 
2 2 2 i o(Xs 

+ cos (p + ~8 + ~) (cos ~a tan v 

+ sec- cot v --(xs ) 1 0 
2 i or 

+ sm + - + ~ cos - --. (p (Xa 1') eta 1 0 
22 2io'JI' 

D(M) 3· (p (Xa 1'). (Xa 1 a =-sm --+- sm-tanv--
a 2 2 2 i op 

+ sm - - + - csc - cot'll - -. (p (Xa 1') (X2 1 a 
2 2 2 i o(Xs 

+ cos - - + - cos - cot '11--2 (p (Xa 1') (X2 1 a 
2 2 2 i O(X2 

- sin (p - ~ + ~) (sin ~2 tan v 

+ csc - cot'll --(X2 ) 1 a 
2 i or 

+ cos --+- sm---(p (Xa 1'). (X2 1 a 
22 2iov' 

D(M') 3 (p (Xa 1'). (X2 1 a = -"2 cos - - + - sm-tanv--
2 2 2 i op 

- cos (p - (Xa + 2:) csc (X2 cot v ! l.-
2 2 2 i o(Xa 

+ 2 sin (p - (Xa + ~) cos (X2 cot v ! ~ 
2 2 2 i O(X2 

+ cos (p - ~ + n (sin ~ tan v 

+ csc - cot v --(X2 ) 1 a 
2 i or 

sm --+- sm---. + . (p (X3 1'). (X2 1 a 
2 2 2 io'JI 

(2.7) 

In fact, these operators have the commutation rules 
of the generators of SU(3) as they stand, and not 
merely when operating on "P. 

A ninth operator, 

2 a 1 0 
i or - i op' 

commutes with all the operators of Eqs. (2.7). Since 

tu - Ts commutes with N, it may be seen that 

D(1)"P = (~~ - ~~)"P 
lOr lOP 

= Uo"P· (2.8) 

Beg and Ruegg interpret the emergence of this ninth 
operator as implying that "P will also carry some 
representations of U(3), and that invariance under 
this U(3) will impose an extra and unwelcome con­
served quantum number. As shown later, Uo is unique 
for each irreducible representation of SU(3) and 
thereby serves as one of the two numbers needed to 
specify such a representation. 

When two harmonic functions "P, "P' which depend 
on the same variables are combined in an outer 
product, the eigenvalues of DU) are certainly additive. 
Such a product is really the direct product of two 
representation matrices having the form given by 
Eq. (1.9). However, when two harmonic functions 
"P, "P' which depend on different variables and corre­
spond to basis vectors in different spaces are com­
bined in an outer product, the eigenvalues of DU) 

cannot be conserved in general for the following 
reason. When the differential operators are combined 
in the forms of the Casimir operators, it is seen that 
D(3) is a function of D(2) and D(1), effectively giving a 
cubic equation for D(l) in terms of D(ll) and D(S). If 
the eigenvalues of D(l) were additive, a nonlinear 
relation would exist among the SU(3) operators of the 
spaces being combined and of the resulting product 
space. But in an outer product, the eigenvalues of the 
SU(3) operators are additive so that no such nonlinear 
relation can exist. In the next section the differential 
equations for "P are formed from the Casimir operators 
and solved. 

3. SU(3) HARMONIC FUNCTIONS 

Some caution must be used in combining the differ­
ential operators of Eq. (2.7) into quadratic or cubic 
combinations. A product D(G)D(G') acting on "P 
has the effect of replacing T by G'GT, and a product 
D(G)D(G')D(G") replaces T by -G"G'GT. The result 
is that the minus sign is the only significant point for 
the following reasons. In C(2) all generators occur 
squared so their order is immaterial. In C(3) in the 
quantities multiplied by the Ti there are anticommu­
tators among the generators N, N', M, and M' so the 
order is unimportant in their formation. Each of the 
Ti commutes with the quantity it multiplies so that 
the order of each T; and its factor is arbitrary. The 
quantity multiplied by U is formed by the squares of 
the generators and it commutes with U. Hence the 
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only deviation is the over-all minus sign in the forma­
tion of D(3). 

The results of combining the differential operators 
according to Eq. (1.8) are 

( 02 a (02 
(

2
) D(2) = csc2 V - -2 - cot 1X2 - - csc2 1X2 ;2 + ;--2 

01X2 01X2 UIX3 uy 

(
2

) 1 0
2 

+ 2 cot 1X2 csc 1X2 -~-- - - ;2 
uIX30Y 4 uV 

1 a 2(30 10)2 - - (3 cot v - tan v) - - tan v - - - --
4 ~ 4~ 2~ 

3 (a 0)2 1 0
2 

-"4 op - oy -"4 oy , 
D(S) = D(1)(1 _ !D(1)2 + D(2», (3.1) 

so that "P satisfies the differential equations 

D(2)"P = c(2)"P, 

D(3)"P = -c(3)"P 

= D(1)[1 - !D(1l2 + D(2)]"P 

= uo[1 - !u~ + c(2)]"P' (3.2) 
Now, 

"P = (c(3)c(2); tp., u I e-iPU e-iaaTae-ia2T2e-iyT3e-ivN 

X Ic(3)c(2); 00, uo) 

= (c(3)c(2); tp., ul e-iaiT2e-iVN Ic(3)c(2); 00, uo) 
X e-iPUe-iaaUe-!i1C,-<O-U) (3.3) 

and it is evident that 

then A(1X2) and N(v) must satisfy the equations 

{ - d
2

2 _ cot 1X2 ~ + CSC2 1X2(p.2 + ![u - uo]2) 
dIX2 dIX2 

- 2 cot 1X2 csc 1X2P.t(U - UO)}A(!X2) = t(t + 1)A(1X2)' 

{ 
d2 d 

- d(2v)2 - cot 2v d(2v) 

+ csc22v{! + t[u + tUO]2 + 2t(t + I)} 

+ cot 2v csc 2v{! - t[u + tUo]2 + 2t(t + 1)}}N(V) 

= [1 - !6U~ + c(2)]N(v). (3.6) 

Now because "P must be regular in !X2 and v and 
periodic over 477 in 1X2 and 2v, the solutions of these 

equations are the reduced rotation matrices d;"m'" 
Hence the solution for A(1X2) is the form 

A(1X2) = d!,t(u-uo)(1X2)' (3.7) 
As stated earlier, when I = 0 only one value of the 
hypercharge u = Uo is permitted. For the time being, 
let . 

1 - 136U~ + c(2) = j(j + 1), (3.8) 

then the solution for N(v) must be of the form 

N(v) = d~(u+!uo)+t+U(u+!uol-t-!(2v). (3.9) 
From Eq. (3.9) it can be seen, by specializing to the 
case I = 0, that 

Iuo = t integer, 
Uo = i integer 

= i(n - m). (3.10) 

It will suffice if nand m range over the nonnegative 
integers. Again specializing to the case I = 0, it can be 
seen from Eq. (3.9) that 

j ~ t In - ml + t (3.11) 

so that for fixed u = Uo and I = 0, j must take on all 
values from t In - ml + t by integer steps. Different 
values of j of course specify different irreducible 
representations of SU(3). Therefore the choice 

j = t(n + m) + t (3.12) 

is permitted because equality in Eq. (3.11) results by 
choosing the appropriate one of n or m to be zero 
and because for fixed Uo, j increases by steps of unity 
as nand m are varied. The two nonnegative integers 
nand m specify an irreducible representation of SU(3) 
by specifying Uo and j. In fact, with the considerable 
help of hindsight, nand m have been chosen to be 
exactly the same as used by Pursey.2 

Let a(n, m) be some number which is determined 
shortly. Then 

"Pn,m = (2t + 1)! 
tlt,U !Cn+m+ll 

X a(n, m) csc V d!(n-m+3uHt+8>.!(n-m+8u-ot-s)(2v) 

X dt 1 1 (IX )e(i/Sl(n-mlYe-ialt3e-i(P+!Ylu. 
1',2"u-"3"(n-ml 2 

(3.13) 

The factor (21 + I)! in Eq. (3.13) is required because 
the D(G) are Hermitian in the scalar product 
( n'm' nm) d fi db' t t' n'm'. nm "Pt'It',U' , "Ptlt.u e ne y In egra 109 "Pt'It',U'''Ptl''U over 
677 in p, 477 in !Xs, 1X2' and y, and 277 in v with weight 
function sin 1X2 sin2 v sin 2v. The scalar prodiIct vanishes 
unless the two sets oflabels are the same. Since all uni­
tary transformations within a given representation can 
be generated by Hermitian combinations of the differ­
ential operators, the scalar product must be indepen­
dent of t, p., and u. By comparing these functions with 
those of Beg and Ruegg, it can be seen that apart 

'D. Brink and G. Satchler, Angular Momentum (Oxford Uni­
versity Press, Fair Lawn, New Jersey, 1962). 
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from trivial differences, they are the same if the 
following interpretation is made: 

fJ = !cpl> 
cxa=CPs-CPa, 
CXs = 2~, 

'Y = -CPl - CPs - CPa, 
11 = O. (3.14) 

Here CPl' CPs, CPa, ~, and 0 are the variables used by 
Beg and Ruegg. Therefore, the functions derived by 
these authors are essentially the matrix elements of 
the form of Eq. (1.9). 

Because T goes to unity when the arguments of "p 
go to zero, a(n, m) is found by imposing the condition 

"p;',.':',. ;;;;::- 6t,06,.,06,.,,.0' (3.15) 

It is a simple matter to show that 

"Pt~:"u ~ a(n, m)( -)6 t o[(n + 1)(m + l)]! 
,...J &rg~o ' 

hence 
X 6I',06!u-!-(n-m),o; (3.16) 

a(n, m) = -[(n + 1)(m + 1)]-!. (3.17) 

As a bonus of this work, the isotopic spin-hyper­
charge content of all the irreducible representations 
of SU(3) is specified by the form ofthe matrix element 
Eq. (3.13). The details of this are presented in the 
next section. 

4. IRREDUCIBLE REPRESENTATIONS OF SU(3) 

To see the content of the representations it is con­
venient to introduce two auxiliary numbers k and I 
defined by 

k = in + 1m, I == in + 1m. (4.1) 

From Eqs. (3.10) and (3.12) it can be seen that 

Uo = 2(1- k), j = t(l + k + 1). (4.2) 

Now by inspection of Eqs. (3.7) and (3.9), it is found 
for fixed t, U increases by steps of two from its mini­
mum to its maximum value, whereas for fixed u, t 
goes by steps of one between its limits. Equations 
(3.7) and (3.9) imply the set of inequalities 

-t s;, lu - (1- k) s;, + t, 

-1(/ + k + 1) :S; tcu + / - k) + 1 + 1 
s;, 1(/ + k + 1), 

-1(/ + k + 1) s;, l(u + / - k) - t - ! 
s;, 1(/ + k + 1). (4.3) 

By using Eqs. (4.1) and (4.3) it can be shown that, for 
fixed t, 

max {2(/ - k - t),2(1 - I)} s;, u 
s;, min {2(k - t), 2(/ - k + t)} (4.4) 

and for fixed u, 
II - k - lui s;, t s;, min {(k - 1U), (/ + lu)}. (4.5) 

Moreover, Eqs. (3.2), (3.8), and (4.2) imply that 
c(2) = 1(1 + k + 1)(1 + k + 3) + 1(1- k)S - ! 

= Hk + I)(k + 1 + 4) + !(k -I)s (4.6) 
and 

c(3) = 2(k - 1){1 - (k - I)S + Hk + I) 
X (k + / + 4) + !(k - I)S} 

= 2(k - I)(k + 1)(1 + 1). (4.7) 
All of the results found in this section can be found 
in the same notation in the paper by Pursey.s However, 
the method used here has rederived them except for 
the stipulation that the existence of an isotopic spin 
singlet component in each irreducible representation 
of SU(3) was assumed, not proved. If the present 
treatment is to be made wholly independent of other 
treatments, this information would have to be 
obtained in some other way. 
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APPENDIX 
The details which were used repeatedly in this work 

are presented in Tables I and II. These are the com­
mutation rules of the generators of SU(3) and the 
result of a finite transformation of any generator by 
any other generator. It is hoped that these tables 
may be of use in the solution of the general problem. 

TABLE I. The commutation rules of SU(3). 

G [G, T1] [G, Ta] [G, Ta] [G, U] [G,N] [G,N'] [G,M] [G,M'] 

~M' i ~N' i 
TI iTa -iT. 0 

2 -ZM 2 -ZN 

~M ~M' i i , 
Ta iTI 0 --N -"iN 2 2 2 

~N' i -~M' i 
Ta 0 

2 -"iN 2 "iM 
U iN' -iN iM' -iM 
N i(2Ta + 3U) i2T. i2Tl 
N' -i2T1 i2T. 
M i(-2T. + 3U) 
M' 



                                                                                                                                    

G e ilZl2'lGe- ilZl2'l e '1Z22'2Ge- '1Z22'. 

Tl TI cos 1X2Tl 

+ sinlX.T. 

T. cos IXIT. T. 
- sinlXITa 

Ta cos IXlTa cos IX.Ta 
- sinlXT. - sinlX.Tl 

U U U 

N 
IXI 

cos '2 N 
IX. 

cos '2 N 

. IXl M' -sm'2 - sin~M 
2 

cos~N' IX. 
N' cos'2 N ' 2 

· IXI - sin~M' +sm'2 M 
2 

M 
IXl 

cos'2 M 
IX. 

cos'2 M 

· IXI N' IX. 
-sm'2 + sin2"N 

cos~M' IX. 
M' 

2 cos'2 M ' 

· IXI 
+sm'2 N 

. IX. 
+sm'2 N ' 

TABLE II. The finite transformation of any generator by any other generator. 

e '1Z32'aGe- iIZ32'a e,pUGe-'pu e'VNGe-'VN eiV'N'Ge-iV'N' eIpMGe-I/lM 

cos lXaTl TI COSVTI cosv'Tl cos pT, 

- sinlXaT• + !sinvM' - !sinv'M + !sinpN' 

cos IX,T. T. cosvT2 cosv'T. cos pT. 

+ sin IX,Tl + !sinvM + !sinv'M' - ! sin pN 

T. T. 1-(3 + cos 2v)T. 1-(3 + cos 2v')T. H3 - cos 2p)Ta 
- i(I - cos 2v)U - i(1 - cos 2v') U + i (1 - cos 2p)U 

+ lsin2vN' - !-sin2v'N - !-sin2pM' 

U U HI + 3 cos 2v)U HI + 3 cos 2v')U !(1 + 3 cos 2p)U 

- HI - cos 2v)T, - HI - cos 2v')T. + !(1 - cos 2p)Ta 
+ ! sin 2vN' - hin2v'N + !sin2pM' 

IX. 
cos '2 N cosfJN N cos 2v'N cospN 

- sin~N' 
2 

- sinfJN' + sin2v'T. + 2 sin pT. 

+ tsin2v'U 
IX. 

cos'2 N ' cosfJN' cos2vN' N' cospN' 

. IX, 
+sm'2 N + sinfJN - sin2vT. -2sinpTl 

- fsin2vU 
IX, 

cos'2 M cosfJM cosvM cosv'M M 

IX, 
+ sin'2 M ' - sin{JM' - 2sinvT. + 2sinv'T, 

IX, 
cos'2 M ' cos{JM' cosvM' cosv'M' cos2pM' 

IX. 
- sin'2 M + sin{JM - 2sinvT, - 2sinv'T. - sin 2pT. 

- t sin 2pU 

eilJ'M'Ge-ip,'M 

cos p:T, 

- !sinp'N 

cos p'T. 

-! sinp'N' 

H3 + cos 2p')T. 
+ i(1 - cos 2p')U 

+!- sin 2p'M 

!(1 + 3 cos 2p')U 

+ !(1 - cos 2p')T. 

- !sin 2p'M 

cos p'N 

+ 2 sin p'Tl 

cosp'N' 

+ 2 sinp'T. 

cos2p'M 

- sin 2p'T. 

+ f sin 2p'U 

M' 
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Certain necessary conditions must be met by any function introduced to serve as a radial distribution 
function of a uniform N-particle system. One large class of necessary conditions is based on the statement 
that the expectation value of a potential energy (for an arbitrary potential function between pairs of 
particles) cannot fall below the classical minimum potential energy of the system. To convert this state­
ment into a family of useful inequalities, we have evaluated the classical potential energies of close-packed 
crystals for a linear combination of Yukawa and Coulomb two-particle interactions. The numerical 
evaluation of lattice sums is performed by two procedures: (1) direct summation over the lattice (suitable 
for short-range potentials), and (2) an adaptation of the Ewald summation procedure suitable for 
long-range potentials. Results are given for the Coulomb and Yukawa potentials and also for the 
potentials 1/r(r + a) and 1/r(r + a)'. Two simple approximate forms are developed both giving close 
lower bounds on the classical potential energy of interacting particles forming a regular crystalline 
lattice. 

1. INTRODUCTION 

AGENERAL problem in the quantum theory of 
many-particle systems is the characterization of 

admissible density matrices and distribution func­
tions. I •S• One aspect of this problem is the develop­
ment of necessary conditions on the radial distribution 
function of an extended uniform system.2.3 In this 
study we determine a family of necessary conditions 
based on the evaluation of the minimum classical 
potential energy of a system of particles interacting in 
pairs through a linear combination of Coulomb and 
Yukawa potentials. To begin, the physical system is 
specified as N particles in a cubical box of volume n 
subject to the limiting process N, n -+ 00, while 
p = Ntn is held constant. The given Hamiltonian 
operator H and periodic boundary conditions com­
plete the specification. Let '1'(1,2, ... ,N) represent 
a normalized trial function subject to the constraint 
PV' = 0 (an eigenstate of the center-of-mass momen­
tum with the eigenvalue pi = 0). The two-particle 
distribution function p(S)(1,2) for the pure state 
represented by V' is the positive definite form 

lS)(1,2) = N(N - 1) flV'I2 dVa'''N, (1) 

the integration including summation over all discrete 
(spin and iso-spin) coordinates when these are present. 
The radial distribution function g(r) is introduced by 
writing p(2)(I, 2) = pSg(r12) and neglecting the slight 
dependence of p(B) on the direction of r12 • The condi­
tion pi = 0 has the consequence that p(S)(1, 2) is a 
function of r lS only. This can be seen by expressing 

• Washington University Fellow. 
1 A. J. Coleman, Rev. Mod. Phys. 35, 690 (1963). 
I C. Garrod and J. K. Percus, J. Math. Phys. 5, 1756 (1964). 
1M. Yanlada, Progr. Theoret. Phys. (Kyoto) 25,579 (1961). 

V' as a 3N-dimensional Fourier series (periodic in the 
fundamental cube). 

Let k represent an allowed wave vector defined by 
the periodic boundary condition. For k :;f: 0, the liquid 
structure function is defined as a positive definite form 
by 

S(k) = ! fIV'IS/t;eik.rf dVIS'" N 

= 1 + ~ f g(r12)eik.rll drl drs 

= 1 + p f [g(r) - g( 00 )]eik.r dr. (2) 

The third line of Eq. (2) involves the asymptotic limit 
of g(r) as r -+ 00 and N -+ 00. The proof that g( (0) = 
1, or more precisely lim IN[1 - g( (0)]1 « 1, can be 

N-oo 

developed by relating S(k) in a qualitative manner to 
fluctuations in the number of particles found in a 
suitably defined half space within n.4 A more precise 
derivation follows from three well-known sum rules5 

which have the consequence, S(k) ~ Iikj2mC (here C 
is the velocity of 1st sound at absolute zero and N is 
assumed infinite). Thus the sum rules imply 

lim [lim S(k)] = O. (3) 
.k-+O N-+oo 

Equation (1) imposes the normalization condition 

~ f [g(rIS) - 1] drl drs = -1 (4) 

or 

p f[g(r) - g(oo)] dr + N[g(oo) - 1] = -1. (5) 

• E. Feenberg, in Lectures in Theoretical Physics (University of 
Colorado Press, Boulder, Colorado, 1965), Vol. VIIC. 

S P. J. Price, Phys. Rev. 94, 257 (1954). 

864 
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Equations (2), (3), and (5) require 

lim IN[l - g( 00)]1 = o. (6) 
N-+oo 

Through the sum rules, this argument involves the 
restriction that "p is the correct ground-state eigen­
function "po. The fluctuation argument establishes the 
less precise result 

lim IN[l - g(oo)]I« 1, 
N-+oo 

but requires only that "P exhibit reasonably well the 
essential physical structure expected of the ground­
state eigenfunction when the interactions are strongly 
repulsive for small separations of the particles. 

The relation6•7 

S(k) = Iikj2mC, k« pt (7) 

is expected to hold in liquid He'. This behavior has 
implications for the manner in which g(r) approaches 
its asymptotic value as r increases without limit. 
Equation (2) with g( 00) = 1 can be expressed in the 
equivalent form 

S(k) = 41TP Loo ei~:r -1) [g(r) - 1]r2 dr 

= 4;p LOO ei
: x - 1) [g(D - lJX2 

dx. (8) 

The correct dependence on k as k -+ 0 occurs only if 

g(r)!::! 1 - bjr', r» pt, (9) 

the bar denoting an average over a small range of r 
values (~r""'" pi). Introducing Eq. (7) into Eq. (8) 
for k« pt, we find 

lik = 41Tpbk foo (1 _ sin X) dx 
2mc Jo x x 2 

(10) 

b=_li_. 
21T2pmc 

and'·8 
(11) 

A broad class of necessary conditions on g(r) are 
defined by the statement2 

N(N - 1)II"P12v(rl , r2) dVI2 ••• N ~ min I VeRi' R;), 
i*; (12) 

in which V(Ri' R;) is a real integrable function and the 
points R1 , R2 , • • • are all distinct, all located within 
a (or on the boundary of 0), and otherwise arbitrary. 
Equation (12) implies 

p2Ig(r12) V(RI' R2) drl drs ~ min I V(Ri' R i ) (13) 
i*; 

and also 

lI[g(r12) - l]v(rl' rs) drl dr2 

~ min [if; V(Ri' R;) - p2 I v(r, r') dr dr']' 

(14) 
6 R. P. Feynman and M. Cohen, Phys. Rev. 102, 1189 (1956). 
7 K. Huang and A. Klein, Ann. Phys. (N.Y.) 30, 203 (1964). 
8 J. E. Enderby, T. Gaskell, and N. H. March, Proc. Phys. Soc. 

(London) 85, 217 (1965). 

These inequalities can be given an immediate 
physical interpretation. Suppose v(rl' rJ = v(rlJ is a 
potential between particles at points r l and r 2 , Eqs. 
(12) and (13) state that the expectation value of 

V = I veRi;) 
i<; 

with respect to the normalized state function "P exceeds 
the minimum possible value of V (assumed to exist for 
a definite configuration R1 , R2 , •• '). Suppose further 
that S VeRi - r) dr is independent of the location 
of Ri except for points in a negligible fraction of the 
total volume near the surface; then the left- and 
right-hand members of Eq. (14) represent two ways of 
computing the potential energy (doubled) of a system 
of particles immersed in a uniform charged back­
ground of equal total strength and opposite sign. The 
energy expended to assemble the background charge 
against the interaction is included. Here we postulate 
that - pv(r - r') dr' is the potential energy of a 
particle at r interacting with the uniform background 
charge in the volume element dr'. The corresponding 
potential for the mutual interaction of charges in 
elements drl and dr2 is p2v(r12) dr l dr2. 

Results for the Coulomb potential vCr) = Ijr are 
known from calculations of the minimum potential 
energy of a system of electrically charged particles.9•lo 

In this case Eq. (14) reduces to the explicit formll 

41Tp 100 

[1 - g(r)]r dr ~ 1.792(4;pt (15) 

or, in conjunction with the normalization condition 
on g(r), 

LOO [1 - g(r)]r dr[Loo [1 - g(r)]r2 dr]-t 

~ 1.7;2 = 1.243. (16) 
3 

The object of the present study is to derive addi­
tional relations of the above type employing the 
Yukawa potential and linear combinations ofYukawa 
potentials: 

(17) 
and 

(18) 

2. EVALUATION OF LATTICE SUMS INVOLVING 
THE YUKAWA POTENTIAL 

The analysis begins with the classical potential energy 
1 e-fJRII 

V(RI, Rs,"', RN ) = 2-I-
R i*; i; 

I 
e-fJlr-r'l I e-fJIRi-rl + tp2 -- dr dr' - I p dr, (19) 
Ir - r'l i IRi - rl 

• E. P. Wigner, Trans. Faraday Soc. 34, 678 (1938). 
10 K. Fuchs, Proc. Roy. Soc. (London) AI!I, 585 (1935). 
11 E. Feenberg, J. Math. Phys. 6, 658 (1965). 
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TABLE I. Lattiee energies for the Yukawa potential. 

(J = pr, Lattice _ 2r, E* 2r, • 
- N V" 

2r, 
- N Vb 

_ 2r, V 2r. 
-N V type N " 

sc 
0.0 bee 1.8000 1.8611 

fcc 
hep 
se 

0.5 bee 1.3578 1.4089 
fcc 
hep 
se 

1.0 bee 1.0215 1.0492 
fcc 
hcp 
sc 

1.5 bee 0.7709 0.7731 
fcc 
hep 
sc 

2.0 bee 0.5860 0.5677 
fcc 
hep 
sc 

2.5 bee 0.4191 
fcc 
hep 

• These are independent of lattice type. 

in which R1 , R 2 , ••• , RN are a set of lattice points 
occupying the entire box. One point coincides with the 
origin at the center. Calculations are made for (i) 
I' > 0 and fl,nl » 1 and (ii) I' = o. The first condition 
is permitted by the limiting process n, N ->- 00, 

subject to p held constant for any I' > O. Thus for 
I' > 0 the formula for V may be simplified to 

[ 

e-pRj 47TP] 
V(Rl' R2 , ••• ,RN) = iN t'Ii; - 1'2 (20) 

the primed summation excluding R; = o. 
The direct evaluation of the sum in Eq. (20) is 

feasible when fl,pi is sufficiently large (calculations 
have been made for I' pl ~ 0.8). Also a close lower 
bound on V(R1,···, RN; 1') can be derived by a 
simple argument based on the physical picture of 
N-point charges immersed in a uniform background 

tABLE II. Basis vect~rs and nearest-neighbor distance. 

Lattiee 
type se fee bee 

a1 p-l(I,O,O) (2p)-1(1, 1,0) (4p)-1(I, 1, -1) 
a. p-l(O, 1,0) (2p)-1(0, 1, 1) (4p)-1(-1, 1,1) 
a. p-!(O, O, 1) (2p)-t(I, 0, 1) (4p)-1(I, -1,1) 
bl pl(1, 0, 0) (p/4)1(I, 1, -1) (p/2)1(1, 1,0) 
b. pt(O, 1,0) (p/4)t( -1,1,1) (p/2)1(0, 1, 1) 
b. pl(O,O, 1) (p/4)1(I, -1, 1) (p/2)1(I,0, 1) 
R* .. p-l 2tp-t = 1.12p-l V3(4p)-1 = 1.09p-l 

• Nearest·neighbor distance. 

N • 

-0.0535 -0.0470 1.7606 
-0.0363 -0.0331 1.7917 
-0.0367 -0.0328 1.7916 

-0.0500 -0.0455 1.31339 
-0.0340 -0.0317 1.34334 
-0.0344 -0.0313 1.34326 

1.34320 
-0.0409 -0.0401 0.96817 
-0.0281 -0.0281 0.99341 
-0.0283 -0.0275 0.99340 

0.99335 
-0.0293 -0.0326 0.71112 
-0.0204 -0.0225 0.73028 
-0.0206 -0.0222 0.73035 

0.73032 
-0.0186 -0.0244 0.52478 
-0.0131 -0.0167 0.'53805 
-0.0132 -0.0164 0.53816 

0.53814 
-0.0105 -0.0169 0.39174 
-0.0075 -0.0115 0.40024 
-0.0076 -0.0113 0.40036 

0.40035 

charge of equal total strength but with opposite sign. 
Each point charge can be pictured at the center of its 
own s sphere ofradiusr. = (3j47Tp)1. Adjacentsspheres 
overlap slightly, but in the following nonrigorous 
argument the overlap is disregarded. Since the con­
clusions are verified by accurate numerical calcula­
tions, the lack of rigor does not matter. In terms of 
the s spheres the energy of the system can be split into 
two parts: the self energy E" of the charges within the 
N s spheres and the interaction energy Eb of these 
spheres.9 As shown in Appendix A, Ea is easily com­
puted [Eq. (A3)] and Eb is found to be positive. The 
inference appears safe that Ea is a lower bound to 
the energy V(Rl' ... , RN ; 1'). This is confirmed by the 
explicit computation shown in Table I. 

Ewald's summation procedure12 is easily adapted to 
the Yukawa potential and offers the advantage of 
rapid convergence for small 1'. It also provides a 
simple approximate formula giving a moderately close 
rigorous upper limit on the lattice sum. 

The derivation of the Ewald form is given in 
Appendix B. Some essential information on the basis 
vectors (in both lattice and dual spaces) and the 
numerical values of certain derived quantities are 
listed in Table II. This information is needed to 
connect the mathematical analysis with the numerical 

I I 

12 P. P. Ewald, Ann. Physik 54, 519, 557 (1917). 
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evaluation for simple cubic, face-centered cubic, and 
body-centered cubic lattices. 

The results of Appendix B can be summarized in 
the formulas 

V = Va + Vb + V., 

1 Va = - 2xo exp [- (L \~ + 1l[1 - E(L)J 
N ..;; 2xoJ J 2xo 

+ ~p[exp [ - (:xJJ - 1J. 

2 exp [- \ (7I'2h: + 11l2)J (21) 
_ ~ xo 

Vb = 71'P k ., 
N p,oO 7T

2h: + W 2 

1 V. = 2 _1 {e-/lR1 [1 - E(xoRI - L)J 
N 1,o02RI 2xo 

+ e/l
RI [1 - E (xoRI + :XJJ}' 

Both Vb and V. are positive valued functions; con­
sequently, Va < V supplies a lower limit on V inde­
pendent of the lattice type. We choose Xo to make Va 
as large as possible, thus simultaneously minimizing 
the contributions from Vb + V.. The maximum 
occurs at Xo = 71't pi, independent of Il, and has the 
value 

Va,max = -Np![1/2p2 + (1 - 1/2p2)e-pt 
- 71'tpE(p)], 

(22) 
with 

p = 1l/271't p! = Ws/6!7I't 

= 0.4547Ws· (23) 

Numerical results for V and the several partial 
V's appear in Table I as functions of the parameter 
(3 = Ws and the lattice type. Some results for the 
hexagonal close-packed lattice are included. 

To introduce these results into Eq. (14) let 

U({3) == - 2rs min [V(Rl' ... RN ; Il)], (24) 
N 

then 

(471'p)i [1 - g(r)] - r2 dr ~ t U({3). (25) 1
00 e-JJr 1 

o r 3 
The normalization condition can be used to convert 
Eq. (25) into 

Loo [1 - g(r)] e~r r2 dr[LOO [1 - g(r)]r2 drr
i 

1 < "1 U({3). (26) 
- 3"3" 

Equations (25) and (26) remain valid for linear 
combinations of Yukawa potentials as in Equations 
(17) and (18) subject to the constraint C! ~ 0 or 
C(}l) ~ O. In particular, the distribution cell) = e-/la 

produces a potential intermediate between the inverse 

distance and the inverse square of the distance: 

v1(r) = l/r(r + a). (27) 

Equation (25) is replaced by 

(471'p)! roo [1 _ g(r)] 1 r2 dr ~ IfUl(~)' 
Jo r(r + a) 3 r, 

U1(x) = 50
00 

e-P~U({3) d{3, 

and Eq. (26) by 

(28) 

roo [1 _ g(r)] 1 r2 dr[ roo [1 _ g(r)]r2 drJ-t 
Jo r(r + a) Jo 

~ \ U1 (££). (29) 
3 r. 

The process of using one potential to generate 
another can be continued in many ways. In particular, 
the relation 

d 1 1 
v2(r) = - - --- = ---

da r(r + a) r(r + a)2 
(30) 

leads to 

roo[l _ g(r)] 1 2 r2 dr ~ 1U2 (££), 
Jo r(r + a) r. 

d 
U2(x) = - - U1(x) (31) 

dx 

= LX){3e-p~U({3) d{3. 

Numerical results for U1({3) and U2({3) appear in 
Table III. These functions are represented quite well 
by the simple formulas 

d 
U1(x) c::::f(x), U2(x)""" - - f(x), 

dx 

f(x) = 3.49 + x In x . (32) 
1 + 1.948x 1 + 19.33x - 20.33x3 

Equation (16) is recovered from Eq. (28) by letting 
a --+ 00; this yields 

limx U1(x) = 1.792 (33) 
"'-+ 00 

in agreement with the limiting value given by the 
interpolation formula of Eq. (32). 

TABLE III. Lattice energies for the 
potentials Vi and v. (bee or fee). 

x = aIr, Ui(x) U.(x) 

0.0 3.490 00 

0.25 2.308 3.06 
0.50 1.718 1.55 
0.75 1.382 1.00 
1.00 1.160 0.78 
1.50 0.878 0.46 
2.00 0.704 0.29 
2.50 0.590 0.19 
3.00 0.514 0.13 
4.00 0.402 0.08 
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A qualitative summary of the results in Table 1 is 
contained in the statement that the bcc structure has 
the lowest energy for small {3 and the fcc for large {3 
with the crossover near {3 = 1. The fcc and hcp 
structures are remarkably close in energy. 

3. THE ABSOLUTE MINIMUM POTENTIAL 
ENERGY 

Some information is available on the stability of 
these structures against small deformations. All 
potentials considered here are positive-valued, 
monotonic decreasing functions of r with positive 
second derivatives. These properties occur as a special 
case under the general stability condition found by 
Born13•14 for small, slowly varying disturbances. 
Powersl5 showed that Born's conditions are sufficient 
to ensure stability against arbitrary small disturbances 
subject to the limitation that only nearest neighbors 
need be included in evaluating lattice sums. For the 
Yukawa potential this means {3 = Ws » 1. 

For {3 = 0 stability is proved by the actual numerical 
evaluation of the frequency spectrum.I6 In this case 
the fixed background charge (not present in the 
analysis of Born and Powers) is essential for stabilityY 
In general ({3 :;1= 0), the background charge contributes 
to stability by generating a restoring force for arbi­
trary small displacements of the particles from the 
lattice sites. Since stability is assured at {3 = 0 (more 
generally (3« 1) and at {3 » I, the smallness of the 
energy range covered by the three close-packed 
structures is, in itself, strong evidence for all values of 
(3 that the most stable close-packed structure either 
(i) realizes the configuration for the absolute energy 
minimum, or (ii) possesses an energy very close to the 
absolute minimum. 

In any event the minimum computed energy 
establishes a safe upper limit on the allowed value of 
the integral occurring in Eq. (25); safe in the sense that 
one does not hesitate to discard any trial function 
g(r) which violates the inequality. This is enough to 
make the inequality useful. Applications have been 
made in theoretical studies of liquid helium18 and of 
an alpha-particle model of low-density nuclear 
matter.19 

18 M. Born and K. Huang, Dynamical Theory of Crystal Lattices 
(Oxford University Press, London, 1962). p. 142. 

U A. A. Maradudin, E. W. Montroll, and G. W. Weiss. Theory of 
Lattice Dynamics in the Harmonic Approximation (Academic Press 
Inc .• New York. 1963). 

1. S. C. Powers, Proc. Cambridge Phil. Soc. 38, 62 (1942). 
16 C. B. Clark, Phys. Rev. 109, 1133 (1958). 
17 E. W. Kellerman, Phil. Trans. Roy. Soc. (London) 238, 513 

(1940). 
18 W. E. Massey, Ph.D. thesis, Washington University (1966); Phys. 

Rev. 151, 153 (1966). 
11 J. W. Clark and T. P. Wang, Ann. Phys. (N.Y.) 40, 127 (1966). 
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APPENDIX A. LOWER BOUND ON 
V(R1 , R20 ... , RN ; ,,) 

The self-energy E(J of an s sphere, a uniformly 
charged sphere plus a point charge at the center, 
contains two parts: the self energy E(Jl of the uniform 
charge, and the interaction energy E(J2 between the 
point charge and the uniform charge density. Direct 
calculation yields 

and 

Ea = N(Ea1 + Ea2) = N ~[~ (1 - (32 - i(33) 
rs 4{3 

(AI) 

(A2) 

- .2.. (1 + (3)2e-2P + e-
fl 

(1 + (3)] (A3) 
4{35 {32 

with {3 = Ws' 
The result for the Coulomb potential20 is obtained 

in the limit of {3 --+ 0: 

lim Ea = - N ~ . (A4) 
(J-+O lOr. 

Next, we demonstrate that the interaction energy 
Eb of the s spheres is positive. It is well known that a 
spherically symmetric distribution of electric charge 
produces the same potential outside the distribution as 
if all the charge wt)re concentrated at the center. A 
closely related conclusion actually holds also for the 
Yukawa potential. In fact, an elementary computation 
yields the potential produced by an s sphere (for 
definiteness, let the uniform charge be positive) at 
distance r > rs from its center as 

with 
VCr) = F({3)(e-l'rjr) (AS) 

F({3) = (3j{32)(cosh {3 - (3-1 sinh (3) - 1 > O. (A6) 

At all points outside the sphere, the charge distri­
bution can be replaced by a point charge of strength 
F({3) at the center. If one replaces all the s spheres by 
point charges of the same strength, clearly then 
Eb > O. 

As a further check, we observe that F({3) increases 
monotonically as a function of {3. We then expect 
a larger discrepancy in approximating the minimum 

10 E. P. Wigner and F. Seitz, Phys. Rev. 46, 509 (1934). 
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potential energy by Ea as (J increases. This is indeed the 
case as seen from Table I. 

APJ.»ENDIX B. EWALD PROCEDURE FOR 
THE YUKAWA POTENTIAL 

The Ewald procedure involves two transforma­
tions. l2 The first is based on the integral 

~lL"'e-(RIll-P/2<I:)' dx = (~~tL"'e-lpR(II-l/II)ldY, 
(Bl) 

A change of variable y = e6 yields dy = d sinh () + 
d cosh (); since sinh () is an odd function of () the 
integral reduces to 11R. Consequently, 

(B2) 

Equations (20) and (B2) combine to give 

(B3) 

Next, the range of integration is split into two, 
o ~ x ~ Xo and Xo < x < 00 with Xo to be deter­
mined. Equation (23) assumes the form 

(B4) 
Also 

2 1"" -P'/4Wj' d ~ f'" -III dy - e X=- e -
171 0 17l p/ZlIJo l 

= 2. xoe-(P/2I1Jo)' _ 1'1 - E(pI2xo)], 
17 

(BS) 

= 2 (L)le-pR[ fa:> e-2pR(Slnh6)' d sinh () 
217R J60 

+ l~ e-2pR«COSh 6)1-1) d cosh () ] 

= 1...- [e-pR{1 - E(Rxo - 1'/2xo)} 
2R 

+ ePR{1 - E(Rxo + 1'12xo)}]' (B6) 

In Eqs. (BS) and (B6), E(x) denotes the error function 
[defined for negative x by the relation E(x) = 
-E(-x)]. 

The remaining integral ever the range 0 ~ x ~ Xo 
is evaluated by a theta-function transformation. 
Three linearly independent lattice vectors 8 1 , 8 2 , 83 

are determined by the condition that all lattice points 
are generated by the linear combinations 

RI = /181 + /282 + /s8s , Ii = 0, ± 1, .. '. (B7) 

Here the j subscript is replaced by the descriptive 
vector l. The dual vectors 

b _ al X as 
s - A ' 

(B8) 
with A = a1 . (a2 x as) = IIp, satisfy the conditions 

ai 'b i = dii , b1 • (b2 x bs) = 1/A = p. (B9) 
The dual vector space contains all vectors 

bp = FIb1 + P2ba + Paba, Pi = 0, ± 1, .. '. (BlO) 

The required transformation,l2 

I e-R1'1IJ
1 = 17!p I e-hr/IIJ)'hpl 

I x 3 
p 

(Bil) 

converts a slowly converging sum for x either very 
small or very large into an equivalent rapidly con­
verging sum. Now 

l-fllJO I e-R BWjI_(p/S..,)1 dx 
17l 0 I 

= 217P fllJo I e-[lI"hp'+(p/a)I]/..,1 dx 
Jo p x3 

e-[l,lhp"+(p/2)"]/ IIJO I 

= 17p f 172M + (1'12? (Bl2) 

These results are combined in Eq. (21) of the text and 
used to determine the best value of Xo. 
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Two variational principles for the estimation of the self-interaction energy of a solenoidal current 
density are introduced. The two variational principles are direct magnetic analogs of the principles of 
Thomson and Dirichlet for estimating interactions of charge densities. One of the magnetostatic varia­
tional principles provides an upper bound on the self-interaction energy, and the other, a lower bound. 
It is shown how one may extend the ideas to the estimation of the interaction of dissimilar current 
densities. Various other refinements and extensions are discussed, and a sample calculation is exhibited. 

I. INTRODUCTION 

THE self-interaction energy of a steady current j in 
a medium of unit permeability is 

W = ! If j(r) . j(r') dr dr', (1) 
2 Ir - r'l 

which may also be written as 

W = 1- jH2(r) dr 
817 

= J.. f(V x A(r»2 dr 
817 

= ~ fj(r) • A(r) dr, 

(2) 

(3) 

(4) 

where the magnetic field H and vector potential A 
satisfy 

VxH=417j, 

V·H=O, 

V x (\7 x A) = 417j. 

(5) 

(6) 

(7) 

The practical calculator attempts to choose the most 
tractable integral from among the right-hand sides of 
Eqs. (1)-(4) for a numerical evaluation of W. Unfor­
tunately, all four forms are equally unpleasant. 
Equation (1) involves a six-fold integration; and while 
Eqs. (2)-(4) contain only three-fold integrals, two 
first-order differential equations [Eqs. (5) and (6)] must 
be solved in order to use Eq. (2), and one second-order 
differential equation [Eq. (7)] must be solved in order 
to use Eq. (3) or (4). 

We give here two variational principles for the 
evaluation of W in which the variational integrals are 
much easier to evaluate than W itself. One variational 
principle is a direct analog of Thomson's principle 
and provides an upper bound on W. The other varia­
tional principle provides a lower bound and is 
analogous to Dirichlet's principle. Both Thompson's 
principle and Dirichlet's principle have recently been 
discussed in the literature.HI 

1 D. M. Schrader, Ph.D. thesis, University of Minnesota (1962). 
2 D. M. Schrader and S. Prager, J. Chern. Phys. 37, 1456 (1962). 
3 S. Prager and J. O. Hirschfelder, J. Chern. Phys. 39, 3289 (1963). 

II. UPPER BOUND 
We are given a current density j and wish to 

calculate its self-interaction. Suppose we have calcu­
lated an approximate magnetic field H which satisfies 
Eq. (5) but not necessarily Eq. (6); i.e., 

V x H = 417j. (5') 

Now, call h the (unknown) difference between the 
approximate field H and the (unknown) exact field H; 

H = H + h. (8) 

Now consider the functional 

w> = ..!.. jii:2 dr = ..!. j(H + h)2 dr. 
817 817 

From Eqs. (8), (5'), and (5), we have V x h = 0, 
hence 

fh.Hdr = jh'(V x A)dr 

= fA. (V x h) dr + f n • (h x A) ds = 0, 

where we have used a familiar vector identity, Gauss' 
theorem, the relationship H = V x A, and the as­
sumption that h vanishes sufficiently strongly on the 
infinite sphere. This result gives us 

w> = ..!.. f(H 2 + h2
) dr = W + ..!. fh 2 dr ;;::. W. 

817 817 

Hence we have the magneto static analog of Thomson's 
principle: 

W ~ L f H2 dr, V x jj = 417j. (9) 

Maxwell4 gives this variational principle for the 
special case j = 0. 

If jj also satisfies 
V.H=O, (6') 

then if := H, and the equality sign in Eq. (9) holds. 
Therefore, Eq. (6') is the Euler-Lagrange equation 
associated with the variational principle (9). 

4 J. C. Maxwell, A Treatise on Electricity and Magnetism (Claren­
don Press, Oxford, England, 1904), 3rd ed., Vol. 1. 

870 
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1lI. LOWER BOUND 

Suppose we have an approximate vector potential 
A which differs from the exact (unknown) vector 
potential A by an (unknown) vector a: 

A = A + a, 
A satisfies Eq. (7) but A need not. Consider 

f - if -~ W < = i' A dr - 87T (V x A)" dr 

= fj· (A + a) dr - L f [(V X A)2 

+ 2(V x A) • (V x a) + (V x a)2] dr. (10) 

Now from Eq. (7) we have 

Ii . a dr = 4~ I a . [V x (V x A)] dr 

= 1... I(V x a)· (V x A) dr 
47T 

-f n • [a x (V x A)] ds. 

Hence we see that, for a well behaved, Eq. (10) 
becomes 

w< = fj· A dr - L I [(V X A)2 + (V x a)2] dr 

= W - L I(V x a)2 dr 5 w. 

Therefore, we have the magneto static analog of 
Dirichlet's principle: 

W~Ij·Adr-Lf(VXA)2dr. (11) 

The associated Euler-Lagrange equation is 

V x (V x A) = 47Tj. (7') 

It is worth noting that the variational principle (11) is 
gauge invariant. A similar variational principle is 
given by Brown5 in terms of the magnetization and a 
trial field. 

IV. DISSIMILAR CURRENT DENSITIES 

The identity 

it(r) • Mr') = !([it(r) + Mr)] • [it(r') + Mr')] 
- [h(r) - Mr)] • [it(r') - Mr')]} (12) 

enables us to express the more general integral 

W' =IIit(r)' Mr') dr dr' (13) 
Ir - r'l 

as the difference of two integrals of the form of Eq. 
(1). Therefore, a lower bound of W' is obtained if we 
estimate 

II [iI(r) + j2(r)] • [it(r') + Mr')] dr dr' 

Ir - r'l 
by making an appropriate application of the lower-

5 w. F. Brown, Jr., J. Phys. Soc. Japan, Suppl. B-1, 17, 540 (1962). 

bound variational principle [Eq. (11)] and 

II [Mr) - Mr)] • [Mr') - Mr')] dr dr', 

Ir - r'l 
using the appropriate form of Eq. (9). Reversing the 
procedure yields an upper bound on the integral W'. 

V. OTHER EXTENSIONS 
A. Optimum Partitioning of the Current 

Equation (12) may be generalized to 

iter) • Mr') = ~ ([iI(r) + YMr)] • UI(r') + yMr')] 
4y 

- [it(r) - yh(r)] • [Mr') - yi2(r')]}, (14) 

where y is an arbitrary finite parameter. Suppose we 
have found trial fields HI and H2 that satisfy 

V x Hm = 41Tim' m = 1,2, 

and trial potentials Al and A2 appropriate to il and 
h, respectively. Denote 

Tmn = 1... fflm• Un dr, 
87T 

1 f(' - . -) d D mn = 2: JI • A2 + 12 • Al r 

- - (V x AI) • (V x A2) dr. 1 I - -
87T 

Then an upper bound on W' [Eq. (13)] is 

W' 5 1{; (Tn - Du) + 2(T12 + D12) + y(T22 - D22)}. 

Mimimizing with respect to y gives 

W' 5 H(T12 + D12) + [(Tn - Dn)(T22 - D22)]!-}. 
(15) 

A lower bound on W' is 

W' ~ H(1/y)(Dn - Tn) + 2(T12 + D12) 
+ y(D22 - T22)} , 

which is, for the maximizing y, 

W' ~ H(T12 + D12) - [(Tn - Dll)(T22 - D22)]!-}. 
(16) 

Combining Eqs. (15) and (16), 

W' =< -!(T12 + D12) ± U(Tll - Dll)(T22 - D22)]!-' 
(17) 

The utility of these variational principles depends 
upon one's adroitness in guessing trial fields and 
potentials. One can partly compensate for a particu­
larly inept guess by using Eq. (17), which automati­
cally partitions the current densities in an optimal 
way. Another useful procedure is to scale optimally 
the trial fields and potentials. 

B. Scaling the Potential 
Since the bound given by relation (11) is true 

for arbitrary A, which vanishes satisfactorily for large 
T, we may replace A by cxA and maximize with respect 
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to oc. The result is 

(18) 

C. Scaling the Field 

We may add to ii an arbitrary lamellar vector H' 
without disturbing the constraint in (9). That is, 

is invariant to 

where 

minimizing 

VxH=417j 

ii -+ ii + pii', 
V x ii' = 0 

1- f(ii + PH')2 dr 
817 

with respect to p gives 

(19) 

W :::;; 1-[fii2 dr _ (f ii: ii' dr)2] < 1- fii 2 dr. 
817 J H,2 dr - 817 

Since Eq. (19) is trivially easy to satisfy, this procedure 
might have some utility in calculations. 

D. Non-Constant Permeability 

All the relations [except Eq. (1)] may be generalized 
for the case of a variable magnetic permeability in a 
straightforward way. 

VI. SAMPLE CALCULATION 

Consider a charge density 

per) = (4 - r)e-r sin ()j417, 

which rotates about the z axis with unit angular 
velocity. The current density is 

j = cp(4 - r)e-r sin ()j417, (19') 

where f, 9, and cp are the unit vectors in spherical 
coordinates. It is easily shown that 

A = cpre-r sin (), (20) 
H = 2fe-r cos () + 9(r - 2)e-r sin () (21) 

satisfy 
V x A = H, V x H = 417j. 

Also, a little calculating shows that 

! fj . A dr = 1- fH2 dr = ! . (22) 
2 817 4 

To test our lower-bound variational principle (11), 
we choose 

X = ¢r1e-ar sin 2 (), (23) 
where oc is a variational parameter. It is easy to show 

that ! f' . X dr = 917 40c - 1 
2 I 4 (oc + 1)6 ' 

l-f(V x XY'dr = ~ 
817 (2ot)& ' 

and that 

has a maximum of approximately 0.2133 for oc = 
1.596. Of course, we may have improved this result 
with a more flexible variational form for A than (23). 

In choosing a trial field H to insert into (9), we 
must satisfy the constraint 

V x ii = ¢(4 - r)e-r sin (). (24) 
It is easy to show that 

H = -f cos ()(r - 4)re-r 

satisfies Eq. (24), and is at the same time distinct from 
the correct magnetic field H [Eq. (21)]. Calculation 
shows that 

1- fii 2 dr = .2 ':::!. 0.4375. 
817 16 

To improve this unimpressive result, we add to H 
a lamellar vector ii', where 

H' = Vc/>, c/> = e-pr cos (), 

and p is a variational parameter. The integrals that 
appear in (20) are 

fil. II' dr = -3217f32, 
(f3 + 1)5 

f ii' dr = ~;. 
Our result is that 

has a maximum of 0.0749 for p = 1, giving an upper 
bound of 0.3625. 

vn. APPLICATIONS 

Aside from the obvious application of calculating 
bounds on the interactions of classical current densi­
ties and calculating approximate fields and potentials 
for known currents, one might use these variational 
principles to estimate the dipolar interaction integrals 
that occur in quantum mechanical investigations 
of atoms and molecules. It should be possible 
to arrange a sum of electrostatic repulsion integrals 
as a single integral of the form of the right-hand side 
of Eq. (1), where j is a solenoidal vector in some 
multi-dimensional space. 
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It is shown that the two-body scattering amplitude (kl T(E) Ik/) may be analytically continued in E 
through the physical cut into a region of meromorphy, provided that the potential satisfies certain 
requirements. The residue at a pole is a separable operator whose form agrees with previous work. The 
proof also demonstrates the existence of a region of meromorphy of (kl T(E) Ik/) as a function of seven 
complex variables. 

1. INTRODUCTION 

DECENTLY there has been a good deal of inter­
ft est in the off-energy-shell two-body T matrix 
(kl T(E) Ik'), since this quantity enters into the 
Watson1-Faddeev2 equations for the three-particle 
scattering. In particular, a number of authors3- s have 
considered approximate forms which may be valid 
for energies near to a resonance. This question involves 
an understanding of how the T matrix is continued 
through the physical cut onto the second sheet of the 
E plane. Previously, most discussions have been 
restricted to the case of partial wave amplitudes, 
although Lovelace6 has stated without proof some 
results about (kl T(E) Ik'). 

In this paper, we show that, with certain restrictions 
on the potential, (kl T(E) Ik') may be continued in E 
through the physical cut into a region where it is 
analytic save for possible poles which would corre­
spond to resonances. In deriving this result we show 
that (kl T(E) Ik') is a merom orphic function of the 
seven complex variables k"" kll , k. , k:, k; , k~ , E in a 
certain domain which includes the physical region. 
We hope that our results are useful in studying the 
analytic properties of the operator T(E) for three 
particles, which might then lead to a better under­
standing of three-body resonances. 

2. ANALYTICITY OF (kl Vlk/) 

To derive properties such as we have mentioned, 
we need to place some restrictions on the form of the 
potential. We assume that it is local and is a super­
position of Yukawa potentials, so that 

(kl V Ik') = V(k - k'), (1) 

V(k) = L'" d1}!5(1})/(k2 + 1}2). (2) 

1 See, for instance, M. L. Goldberger and K. M. Watson, Collision 
Theory (John Wiley & Sons, Inc., New York, 1964). 

S L. D. Faddeev, Mathematical Aspects of the Three-Body Problem 
(Daniel Davey & Company, Inc., New York, 1965). 

8 K. L. Kowalski, Phys. Rev. Letters 15, 798 (1965). 
, H.P. Noyes, Phys. Rev. Letters 15, 538 (1965). 
5 J. Y. Guennegues, Orsay preprint (1965). 
6 C. Lovelace, in Strong Interactions and High Energy Physics, 

R. G. Moorhouse, Ed. (Oliver and Boyd, London, 1964). 

As Lovelace8 does, we insist that 

is of bounded variation on (p, + 00). 
The T matrix satisfies the equation1 

(kl T(E) Iko) = (kl V Iko) 

+ J dk'(k/ V Ik')(E - k,2r1(k'l T(E) Iko), (3) 

where the units are chosen so that /i2/2m = 1. 
Now the analyticity of (kl T(E) Iko) as a function 

of the complex variable E for fixed, real k, ko has 
already been demonstrated for E in the entire plane 
cut from 0 to + 00, the physical cut. We wish to 
continue in E through this cut. This is accomplished 
by distorting the k' integration surface to complex 
values so that (E - k'2) no longer vanishes for a 
range of real E. Such a procedure is possible because 
of the analyticity of (kl V Ik') which follows from (2). 

Let us suppose that we wish to continue in E down­
ward through the real axis between E = k~ and E = 
ki, k2 > kl > O. Initially the contour of integration 
is a three- (real) dimensional chain in the space C3 of 
three complex variables k consisting of all real k. 
This contour we denote by So. We consider a con­
tinuous distortion of the initial contour So to a new 
contour Sl by way of a set of contours S..(O ::s;; A ::s;; 1). 
Only that part of So with kl < Ikl ::s;; k2 is distorted, 
the remainder staying the same, and we choose to 
define SA by 

SA = {k:k = K[1 - ;Aoc(K)]} (4) 

for all K E So and oc(K) is a continuous real function 
of K with the property 

oc(K) = 0 for O::S;; IKI ::s;; kl and k2 ::S;; IKI. (5) 

In order to be useful, oc(K) must be chosen so that 

873 
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® 

FIG. 1. The complex E 
plane with r being the 
set of values of kl for 
k ESI • 

S;,. satisfies the following two requirements. 
(i) There exists a connected domain ~ in the com­

plex E plane which includes part of the real 
axis between k~ and k~ such that (E - k2) does 
not vanish for any k E Sl . 

(ii) It is possible to find a connected six- (real) 
dimensional domain DE C3 such that S;,. E D 
for all A (0 ::;; A ::;; 1) with the property that 
(kl V Ik') is an analytic function of k and k' 
for all k, k' E D. 

First of all we establish the existence of an oc(K) 
satisfying these properties and then in the next section 
we show how they are used to continue (kl T(E) Ik'). 

The first requirement is satisfied if oc(K) is chosen 
to be positive for kl < IKI < k2 for then on Sl 

1m k 2 = -2oc(K) IKI2 < O. (6) 

Thus the set of values taken by k 2 as k varies on Sl 
lie on the curve r sketched in Fig. 1 and ~ can be 
chosen as shown. 

In connection with the second requirement, we 
note that if oc(K) is small enough, then on all S;,. 
(0 ::;; A ::;; 1) k and k' are very near to real values 
which certainly lie inside the domain of analyticity 
of (kl V Ik'). 

The question is how large may we take oc(K) and 
still remain in the domain of analyticity? The larger 
we take oc(K) then the further ~ can project into the 
lower half E plane. 

Let us consider y = (k - k')2 with 

k = K[l - iAOC(K)], k' = K'[l - iA' oc(K')], (7) 

where K, K' are real and 0 ::;; A, A' ::;; 1. We must prove 
that for no values of K, K' is y real and negative with 
y::;; _1-'2, for (2) shows that then (kl V Ik') would 
not be analytic. We need only consider the case when 
at least one of IKI, IK'llie between kl and k2' say IKI, 
for otherwise y is real and positive from (5). 

To simplify the analysis, take oc(K) to be constant 
between kl and k2' or strictly a continuous function 
which approximates this very closely. In fact this 
turns out not to be a restriction. Now consider the 
case when IK'I does not lie between kl and k 2. In this 

case oc(K') = 0 and 

Imy = -Aoc(K)K. (K - K') 

= -Aoc(K)(K2 - KK' cos (J), (8) 

where (J is the angle between K and K'. For (kl V Ik') 
to be singular, 1m y must certainly be zero which 
occurs when 

cos (J = KjK'. (9) 

To satisfy this condition we need K' ~ K and so 
K' ~ k2 from our assumption about K'. If 1m y = 0 
we have 

Re y = K'2 - K2[1 + A2OC2(K)]. (10) 

The minimum value of Re y is, with oc(K) fixed, 

(Re y)min = k: - k:(l + oc2
) = -oc2k:. 

For the required analyticity, we need (Re y)min > _1-'2, 
or 

(11) 

If IK'I lies between kl and k2 we may carry out a 
similar analysis which results in the same condition 
as (11). The existence of the domain D follows 
immediately. 

Thus the conclusion is that both the requirements 
(i) and (ii) are satisfied with oc(K) constant between kl 
and k2 so long as (11) holds. With the optimum 
choice of oc, the curve r in the complex E plane is 
shown in Fig. 2, where the point Q is E = k~ -
y2 _ 2il-'k2. The area swept out by the curve r as 
kl and k2 are varied lies below the real axis and is 
bounded by a parabola P, the locus of all points A, 
but does not include the real axis between _1-'2 and 
-11-'2. We show that the T matrix may be continued 
analytically into this region. 

3. MEROMORPHY OF (kl T(E) lko> 

To study the analyticity of (kl T(E) Iko) we first 
define the Hilbert space s.) of all measurable functions 
J(k) defined on Sl and satisfying 

r dk If(k)12 < 00. (12) JSI 

FIG. 2. The form of r 
when oc(K) is constant. 

® 
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The linear operator aCe) acting in i> is defined by 

g = a(E)/, 

g(k) = r dk'(kl V Ik')(E - k,2)-lf(k'). 
JSI 

(13) 

Since V(k) "" k-'J. as Ikl- 00, g(k) also belongs to the 
Hilbert space. Using arguments identical to those 
proposed by Lovelace6 and Weinberg,? we may 
deduce that aCe) is an L2 operator in i> and also is 
operator analytic for E E~, since the denominator 
of (13) does not vanish. 

Now let us define (ko, E) E i> which satisfies the 
equation 

t(ko, E) = v(ko) + a(E)t{ko, E). (14) 

In terms of the square-integrable functions corre­
sponding to t(ko, E), v(ko), (14) reads 

t(k, ko, E) = (kl V Iko) + r dk' (kl V Ik')(E - k,2)-1 
JSI 

x t(k', ko, E), (15) 
which defines v(ko) E D. 

We now make use of the conclusions of the theorem 
due to Rellich8 stated by Lovelace6 and discussed in 
the Appendix. Since aCe) is certainly a compact 
operator analytic for E E~, [1 - a(E)]-l is a mero­
morphic operator in that region, and the unique 
solution of (14) is 

t(ko, E) = [1 - a(E)]-lv(ko)' (16) 

If E is not at one of the poles of [1 - a(E»)-l, we 
can use (15) to extend the region of definition of 
l(k, ko, E) from k E Sl to kED. In fact t(k, ko, E) is 
analytic in k for kED. Thus, in particular, (15) holds 
for real k and ko• 

Now take a value of E E ~ with 1m E > O. Since 
Imk'2 < 0 for k' E S;. (0 ~ A ~ 1), (E - k'2)-1 is 
analytic in k' for k' on these contours, as also are 
(kl V Ik') and t(k', ko, E) for k, ko real. Consequently, 
the integrand on the right-hand side of (15) is an 
analytic function of k' in the neighborhood of S;. 
(0 ~ A ~ 1) with 1m E > O. We may therefore distort 
the contour from Sl to So without changing the value 
of the integral (see Fuks9) to obtain 

t(k, ko, E) = (kl V Iko> + r dk'(kl V Ik')(E - k,2)-1 Js. 
x t(k', ko, E), (17) 

with k, ko real and 1m E > O. 
This equation is identical with that satisfied by the 

usual T matrix (kl T(E) Iko) with E just above the 

7 S. Weinberg. Phys. Rev. 133, B232 (1964). 
8 F. Rellich. Math. Ann. 113, 600 (1936); 113, 677 (1936); 116, 

555 (1939); 117, 356 (1940); 118, 462 (1941). 
• B. A. Fuks. Functions of SeL'eral Complex Variables (American 

Mathematical Society, Providence, Rhode Island, 1963). 

physical cut, and thus we may identify t(k, ko, E) with 
(kl T(E) Iko) for k, to real, 1m E > O. It follows that 
the analytic continuation of (kl T(E) Iko) to values of 
E E ~ with 1m E < 0, and also to complex kED, 
is given by l(k, ko• E). Also since (kl V Iko) is also 
analytic in ko for ko, kED, l(k, ko, E) is analytic in 
all seven complex variables k, ko, E with k, ko E D 
and E E ~ except for poles at a discrete set of values of 
E, which we know2 cannot lie at points with 1m E > O. 

4. FORM OF RESIDUE AT A RESONANCE 

We may use the second part of the theorem in the 
Appendix to study the form of the residue of l(k, ko, E) 
at a pole E = Eo with 1m Eo < O. Let us consider the 
case of a simple pole, and assume that there is only one 
independent vector x E i> such that 

[a(Eo) - lrx = 0 (18) 

for any positive integer n. Moreover we assume that 

a(Eo)x = x. (19) 

In this case the theorem of the Appendix assures us 
that the residue of the operator [1 - a(E»)-l at the 
pole E = Eo is proportional to a projection operator 
onto the eigenvector x. Thus, using (16), for k E Sl' 
ko E D, t(k, ko, E) may be approximated by 

t(k, ko, E) ~ x(k). r dk'y*(k')(k'i V Iko)' (20) 
E - Eo JSI 

The function x(k) satisfies (19), which may be written 

x(k) = r dk'(kl V Ik')[Eo - k,2r1x(k') (21) 
JSI 

and y(k) is unknown. As before, we may deduce that 
x(k) is analytic for kED. Thus (20) may be continued 
to all kED. 

The symmetry of t(k, ko, E) tells us that 

r dk'y*(k')(k'i V Iko) = Ax(ko) (22) JSI 
with A a constant. A detailed argument which proves 
this may be constructed by starting from the equation 

(kl T(E) Iko) = (kl V Iko) 

+ f dk'(kl T(E) Ik')(E - k'2r1 (k'i V Iko) , (23) 

and repeating the previous steps. We know the 
solutions of (3) and (23) are the same for real k, ko 
and 1m E > 0, so they must be the same everywhere 
they are defined. 

Now we find an equation for the form factor x(k) 
which involves as far as possible only real k. To do 
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this we must again move the contour SI of (21) back 
to So, but now there is singularity when k'2 = Eo· 
To study the residue here we change variables from 

k' to zK. On the contour SI we have the relation 
A 

Z = IKI [1 - ioc(K)] for all K. (24) 
A 

In (21) we may carry out the integration over K to 
leave an integral over z where z runs along a contour 
C given by (24), which is such that Z2 is on f. We 
obtain 

x(k) = f Z2 dz(Eo - z2r 1F(k, z). (25) 
Jc 

The function F(k, z) is analytic in z in the region 
between C and the real axis and is given by 

F(k, z) = J dK(kl V IzK)x(zK). (26) 

Now distort the contour C back to the real axis, 
compensating by taking the residue at z = Eg (which 
lies in the lower half-plane), to give 

x(k) = 1" Z2 dz(Eo - z2r1F(k, z) - i7TE~F(k, El>­

(27) 
Transforming back to k', now real, we obtain 

x(k) = - i7TEt J dK(kl V IEtK)xCEtK) 

+ f dk'(kl V Ik')(Eo - k,2)-IX(k'). (28) 
Jso 

To relate this equation to other work, we remark 
that a solution of (28) may be found of the form 

A 0 A 

x(kK) = fz(k) Y z(K). (29) 

Equation (28) then reduces to 

fz(k) = - i7TE/Vz(k, Eg)fz(Eg) 

where 

+ Loo k,2 dk'Vz(k, k')(Eo - k,2rYl(k'), (30) 

Vz(z, z') = J d(cos 8)Pz(cos 8) 

x 100 
d1]a(1])[z2 + Z,2 - 2zz' cos 8 + 1]2]-1. 

(31) 

By comparing (30) with an unnumbered equation 
of Noyes,4 the one before his Eq. (4), we deduce that 
our J,,(k) is proportional to his ;;(1], k)lq=E

o
}' The 

residue of the T matrix at its pole given by (20) there­
fore agrees with that obtained from Noyes' Eq. (13). 
Thus our work fits in with the partial wave analysis. 

5. DISCUSSION 

The interesting work of Kowalski3 and Noyes4 on 
approximating the two-body scattering amplitude 
near a resonance by a separable term needs to be 
supplemented by a discussion of the analyticity of 
the remainder. Guennegues5 has provided this for 
the partial-wave amplitude while the present paper 
does the same for the full amplitude. Our results may 
easily be seen to imply analyticity of the partial-wave 
amplitude. Results on the full amplitude have also 
been stated by Lovelace, but his outline of the method 
of proof seems different and more complicated. 

Our method can undoubtedly be used to extend 
the region of analyticity beyond that given here. It 
may also perhaps be useful in simplifying the discus­
sion of questions involving limits as E approaches the 
real axis. We hope, using the two-body results, to 
apply the method to study the second-sheet properties 
of the three-body T-matrix, and thereby understand 
more about the nature of three-body resonances. 
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APPENDIX 

In this Appendix we discuss a theorem about 
[1 - T(,u)]-I, where T(,u) is a compact operator in a 
Banach space X which is operator analytic in ,u for 
each ,u in a connected domain D. The theorem, more 
general than we need here, includes a result stated by 
Lovelace,6 but is based on the work of Rellich.8 

Tiktopoulos10 has also proved parts of the theorem 
for Hilbert space. We follow the discussion of Dunford 
and Schwartzll (abbreviated as DS). 

In the form in which we require it, the theorem 
states: 

Theorem: If some power of T(,u) is a compact 
operator in a Banach space X, operator analytic in ,u 
for each ,u in a connected domain D of the complex 
,u-plane, then either (i) 1 - T(,u) has a bounded in­
verse for no point in D, or (ii) the inverse exists except" 
at a countable number of isolated points and 
[1 - T(,U)]-1 is analytic for ,u ED apart from these 
points. 

In Case ii, in the neighborhood of a point ,uo, where 
the inverse does not exist, [1 - T(,u)]-1 is given by a 
Laurent expansion 

00 
[1 - T(,u)]-1 = ! A;(,u - ,uo)i, (AI) 

i=--n 

10 G. Tiktopoulos, Phys. Rev. 133, BI231 (1964). 
11 N. Dunford and J. T. Schwartz, Linear Operators, Part I 

(Interscience Publishers, Inc., New York, 1958). 
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where A_n acts in the finite-dimensional space X"o of 
vectors x E X satisfying [1 - T(flo)rX = 0 for some 
positive integer r. In fact if v is the index associ­
ated with flo, that is the smallest r such that 
[1 - T(flo»)'x = 0 for all x E X,,~, then 

A_n = A[l - T{fJo)y-1E{fJo), (A2) 

where A is a numerical constant. The projection 
operator E{fJo) projects onto X"o and is given by 

E(flo) = ~ fdA[A - T{fJo)r\ (A3) 
2m 

where the integral is taken on a small circle about 
A = 1, not including any other point in the spectrum 
of T(flo). 

All these results are either stated in Chap. VII of 
DS or else they follow without much difficulty. Only 
the form of the residue (A2) perhaps needs some 
discussion, and we sketch below a proof of this result, 
starting from the facts given by DS. 

First of all we note that for fl near enough to flo 
E{fJ) given by (A3) is a projection operator analytic 
in fl (DS, VII, 6.9). Also X"o may be defined by X"o = 
E(flo)X (DS, VII, 4.5). If Xi E X"o' i = 1, ... , m 
form a basis for X"o' then E(fl)x i form a basis for the 
subspace E(fl) X for fl near enough to flo (DS, VII, 6.8). 

To find the inverse of A - T(fl) we write 

A - T(fl) = A - E(fl)T(fl) - (1 - E(fl»T(fl) (A4) 

and consider solving 

[A - T(fl)]X = y (AS) 

for any y E X. We can write any vector in the form 
x = x' + x", where 

x' = [1 - E(fl)]X, x" = E(fl)X, 

so that x = y implies x' = y', x" = y". Now using 
(A4) and remembering that E(fl) and T(fl) commute, 
we easily deduce (see Kantorovich and Akilov12) 

AX' - [1 - E(fl)]T(fl)X' = y', 
AX" - E(fl) T(fl )x" = y". 

(A6) 

It can be shown that {I - [1 - E(flo)]T(flo)} has 
an inverse and therefore so does {A - [1 - E(fl)]T(fl)} 
for A, fl sufficiently near to 1, flo, and the inverse is 

11 L. V. Kantorovich and G. P. Akilov, Functional Analysis in 
Normed Spaces (The Macmillan Company, New York, 1964), p. 519. 

analytic in A, p (DS, VII, 6.4). Consequently we may 
write 

x' = {A - [1 - E(fl)T(fl)}-ly '. (A7) 

Now the second equation of (A6) is an equation 
in a space of dimension m,E(fl)X. This equation is 
discussed in DS, VII, 6.9, where ti;{fJ) is defined by 

m 

T{fJ)E{fJ)Xi = I tij(fl)E(fl)xi • (A8) 
;=1 

We write 
m m 

X" = I oci{fJ)E{fJ)Xi , Y" = I (3i(fl)E(fl)Xi (A9) 
i=l i=l 

and the argument of DS, VII, 6.9 shows that for fixed 
y, (3i(fl) are analytic functions fl near enough to flo. 

The equation for x" may be solved in the form 

where 

m 

oci(fl) = d-1(A, fl) I [Adj R(A, fl)]i;{3;(fl), (A10) 
;=1 

dCA, fl) = det (Rij). 

(All) 

(AI2) 

Each element of the adjoint matrix and also the 
determinant dCA, fl) are analytic functions of A, fl near 
enough to 1, flo. 

The singular terms in the inverse of [A - T(fl)] come 
from the expression for x". We know that d(1, flo) = 0, 
so that d(1, fl) must have an n-fold zero at fl = flo, but 
n is not related to the type of zero of d( A, flo) at A = 1, 
which is actually a v-fold zero (DS, VII, 3.16). How­
ever, the residue operator A-n acts in X"o' and because 
of the analyticity of the adjoint matrix and (3i(fl), we 
have 

m 

A-nY" = const x I [Adj R(l, flo)];;{3;(flo)E(flo)Xi · 
i.;=l 

(A 13) 

However, this is the same expression that would be 
obtained for the residue of the inverse of [A - T(flo)] 
when expanded in a Laurent series in A. Thus, from 
DS, VII, 3.16, we have 

A-n = A[I - T(floW-1E(flo). (AI4) 

In the case in which we apply the theorem, that of 
an L2 operator in Hilbert space, most of the conclu­
sions of the theorem follow immediately from Fredholm 
theory, for the series for numerator and denominator 
are analytic functions of A, fl. 
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Constitutive equations specifying magnetization as a functional of the magnetic field strength history 
are discussed. Limitations on the form of the response functional arising from material symmetries are 
described. It is pointed out that even in initially isotropic materials, an applied magnetic field lying 
always in one plane may produce magnetization normal to that plane. Various integral and differential 
approximations to the response functionals are considered. 

1. INTRODUCTION 

I N the present paper we discuss the formulation of 
constitutive equations suitable for the description 

of the gross observable behavior of magnetic materials 
and the analogous behavior of dielectric and ferro­
electric materials. We are concerned here with the 
expression for the magnetization as a functional of the 
history of the magnetic field strength. Interactions 
between electric and magnetic effects, such as those 
considered in a previous paper! for cases in which 
memory effects are not important, are not considered, 
nor do we consider the coupling between mechanical 
and magnetic effects. We have discussed constitutive 
equations for magnetomechanical effects earlier,2 but 
again only for cases in which past histories can be 
ignored. 

The basic constitutive assumption which we use 
here (Sec. 2) is that the magnetization of a given 
particle of material at any instant is completely 
determinate if the magnetic field strength at that 
particle is known for all times up to the instant con­
sidered. The magnetization is thus a functional of the 
magnetic field history. 

Any symmetries which the material may possess 
in its initial field-free state imply certain restrictions 
on the form of the response functional in the consti­
tutive relation. These restrictions can be rendered 
explicit by following the methods devised by Green 
and Rivlin3 and Rivlin.4 The method is presented here 
(Sec. 9) in the generalized form given by Wineman 
and Pipkin,l; Specific results for initially isotropic and 
transversely isotropic materials are presented as 
illustrations of the method. The analogous results for 
the crystal classes can be written down by using the 

1 A. C. Pipkin and R. S. Rivlin, J. Math. Phys. 1, 542 (1960). 
• A. C. Pipkin and R. S. Rivlin, Mem. Acad. Lincei 8, I 

(1966). 
3 A. E. Green and R. S. Rivlin, Arch. Ratl. Mech. Anal. 1, 1 

(1957). . 
4 R. S. Rivlin, Z. Angew. Math. Phys. 12, 447 (1961). 
6 A. S. Wineman and A. C. Pipkin, Arch. Ratl. Mech. Anal. 

17, 184 (1964). 

tables of invariants given by Smith and Rivlin6 and 
Smith? and following the directions given in Sec. 9. 
Although the procedure leads trivially to the desired 
canonical forms, the actual forms obtained are in 
certain cases quite complicated, and in our view, 
little purpose is served by listing them for each of the 
crystal classes. Rather, the form for any crystal class 
can be obtained when required by anyone wishing 
to investigate its implications. 

Experience has shown that if an effect is allowed by 
material symmetry, then it can eventually be produced 
experimentally in a suitable material unless thermo­
dynamic restrictions rule out the possibility of such 
behavior. In Sec. 3 we briefly discuss a transverse 
magnetic phenomenon which is possible in isotropic 
materials and which has not previously been reported, 
so far as we are aware. 

With particular reference to ferromagnetic behavior, 
we show in Sec. 4 how the postulate of rate-independ­
ence can be made explicit in the constitutive equation. 
The results are analogous to those we have givenS 
for stress-deformation relations in rate-independent 
materials with memory. 

Assumptions about the smoothness of dependence 
of magnetization on the field history can lead to 
approximate expressions for the response functionals 
in terms of after-effect integrals. Such approximations 
are discussed in Sec. 5. The related descriptions of 
small effects superposed on large and a possible 
specialization to account for rate effects in nearly 
rate-independent cases are considered in Secs. 6 and 
7, respectively. Differential approximations are dis­
cussed in Sec. 8. 

Modifications necessary when electric rather than 
magnetic effects are to be considered are outlined 
in Sec. 10. 

6 G. F. Smith and R. S. Rivlin, Arch. Ratl. Mech. Anal. 15, 169 
(1964). 

7 G. F. Smith, Quart. Appl. Math. (to be published). 
8 A. C. Pipkin and R. S. Rivlin, Z. Angew. Math. Phys. 16,313 

(1965). 
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Thermodynamic restrictions on the forms of the 
response functionals are not considered in the present 
paper, and we have accordingly omitted variables 
such as temperature or entropy from the constitutive 
equation, for notational convenience. 

2. MEMORY FUNCTIONALS 

We consider a particle of material which is initially 
free from magnetization. We are concerned with the 
relation between the magnetization M(t) at this 
particle at time t and the field strength H(t - T), 
T ~ 0, at times up to and including t. Leaving aside 
all other influences, we suppose that only one value of 
the magnetization is compatible with any given field 
history H(t - T), T ~ 0: 

M(t) = oM,[H(t - T) 1:0]' (2.1) 
With the understanding that the argument function 
H(t - T) of the functional oM, is defined on the interval 
o ::;; T < 00, henceforth we usually omit explicit 
mention of this in the notation. 

In some of the following sections it is convenient 
to illustrate the discussion in terms of the more 
restricted form which the functional oM, must take if 
the material is initially isotropic. Material symmetry 
restrictions are considered in detail in Sec. 9. In par­
ticular, we show that if the material is initially iso­
tropic, then oM, must be expressible in the form 

oM, = oM,(l)[H(t - T); 11 ,12] 
+ oM,(2)[H(t - TI) x H(t - T2); II, 12], (2.2) 

where the functions II and 12 are defined by 

II = H(t - TI) • H(t - T2), 
12 = H(t - TI) • H(t - T2) x H(t - Ta). (2.3) 

The functionals oM,(I) and oM,(2) are linear with respect 
to their respective first-argument functions. Their 
dependence on the functions II and 12 is arbitrary so 
far as restrictions imposed by material symmetry are 
concerned. The functional oM,(l) has the further prop­
erty that if H is expressed in terms of a constant basis 
eli) by H = Hie(i), then 

oM,U)[e(i) Hlt - T); 11,12] 

= eli) .A(,(l) [Hi(t - T); 11,12]' (2.4) 

The functional oM,(2) has the same property with 
respect to its vector argument. 

To make the meaning of the latter property more 
obvious, it is convenient to express the linear func­
tionals oM,(~) as integrals. Then (2.2) becomes 

oM, = Loo A [II ,12; T]H(t - T) dT 

+ LOO LXl B[II' 12 ; TI' T2]H(t - TI) 

x H(t - T2) dTI dT2' (2.5) 

Here A and B are distributions with respect to T or TI 
and T 2 , which are functionals of the functions II and 
12 , The relation (2.5) is to be regarded only as a more 
transparent notation for the relation (2.2). There is 
no loss of generality in taking the kernel B in (2.5) to 
be antisymmetric with respect to interchange of Tl 
and T 2 • 

3. TRANSVERSE EFFECTS 

Before discussing possible mathematical represen­
tations of the basic constitutive functional oM" we 
consider briefly an interesting consequence of the 
fundamental assumption (2.1). More particularly, we 
consider the restricted form (2.2) which oM, must take 
in materials which have the highest possible degree 
of symmetry, those which are initially isotropic. 

We note that if the axis of H(t - T) is independent 
of T, as in the usual measurements of hysteresis loops, 
then H(t - TI) X H(t - T2) is zero, and M(t) has the 
same axis as H(T), as one would expect. This fact is 
more apparent from the less abstract notation (2.5). 

However, we note further that if the axis ofH(t - T) 
varies in direction, but lies always in the same plane, 
then H(t - Tl) x H(t - T2) will be perpendicular to 
this plane for some values of TI and T2' In this case 
M(t) will, in general, have a component perpendicular 
to the plane of H(T), and it should be possible to 
observe magnetization in this direction. 

This conclusion is valid for an isotropic material, 
whether or not it has a center of symmetry. The 
possibility of this effect is a consequence of the fact 
that M and H are axial rather than polar vectors. 

4. RATE-INDEPENDENT BEHAVIOR 

The usual hysteresis diagram for a ferromagnetic 
material implies that the magnetization M(t) corre­
sponding to a history H(t - T), T ~ 0, is independent 
of the rate at which that history is executed. This 
idealization neglects magnetic after-effect phenomena 
in which the magnetization continues to change for 
some time after a sudden change in the field strength. 
However, for sufficiently slow changes in the field 
strength, the idealization is a convenient one. 

To make the hypothesis of rate-independence ex­
plicit in the constitutive equation, we begin by 
specifying the history H(t - T), T ~ 0, in terms of 
its path in H-space and the rate of traversal of this 
path. The arc length SeT) traversed up to time T is 
defined by 

SeT) = f}iI($)' iIW]! d~, (4.1) 

where the dot denotes differentiation with respect to 
$. Because we restrict our attention to histories for 
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which H = 0 initially, no question of convergence of 
the integral with respect to its infinite limit arises. We 
use S = set) to denQte the arc length at time t. 

The field path in H-space may be described by 
specifying H parametrically in terms of the arc 
length s, as H(s), 0 ~ s ~ S. The rate of traversal 
is specified by the function s( T), - 00 < T ~ t. The 
constitutive assumption (2.1) is then equivalent to the 
relation 

M(t) = X[H(s) I~=o; set - T) I~o]. (4.2) 

Here it is convenient to specify the domains of the 
argument functions explicitly. 

The specialization to rate-independent materials is 
now trivial. A rate-independent material is one for 
which the functional X is independent of set - T), 
T~O, 

M(S) = X[H(s) I~=o]' (4.3) 

In the case of an initially isotropic material, the func­
tional X must be of a form analogous to (2.2) or (2.5), 
with argument functions which are now defined on 
the range 0 ~ s ~ S. 

~elations in incremental form may be useful. Let 
dM(S) and dH(S) denote the changes in M and H 
from "time" S to time S + dS, and notice that 
I dH(S)/dS I = 1. The field path up to time S + dS is 
determined by the path up to time S, the direction 
dH(S)/dS, and the increment dS. Hence, we obtain 

dM(S) = X'[H(s) W=o; dH(S)/dS] dS. (4.4) 

Here X' is a functional of the path H(s), 0 ~ s ~ S, 
and a function of the direction dH(S)/dS. An essential 
feature of the relation (4.4) is that X' need not be 
linear in dH(S)/dS; linear dependence is in no way 
required by rate independence. A relation of the form 
(4.3) can be recovered by integrating (4.4), 

s s· 
M(S) = LX'[H(S) 1.=0; dH(S*)/dS*] dS*. (4.5) 

Restrictions imposed by material symmetries on 
relations of the form (4.4) are easily derived, by 
following methods of the type to be described in Sec. 
9. We note that the arc length s is invariant under 
orthogonal transformations. In the case of initially 
isotropic materials, the functional X' in (4.4) must be 
expressible in the form 

X' = XaH(s); J 1 , J 2 , J3 , J,] 

+ X~[H(SI) x H(S2); J1 , J 2 , Ja, J,] 

+ H'(S).N'~[Jl' J s , J 3 , J,] 

+ H'{S) x X~[H{s); J 1 , J 2 , Ja ,.J4 ], (4.6) 

where the functions J are defined by 

J1 = H(SI) • H(S2), J 2 = H(SI) • H(ss) x H(ss), 
J 3 = H'(S). H(s), J, = H'(S)· H(SI) x H(ss), .(4.7) 

and H'(S) = dH(S)/dS. Each of the functionals X~, 
X~, and X~ is linear and has the property (2.4) with 
respect to its vector argument. Integral notation for 
these functionals analogous to (2.5) can be introduced. 

S. INTEGRAL APPROXIMATIONS 

We now return to the general relation (2.1), and its 
isotropic form (2.5). It is possible to obtain more 
explicit characterizations of the kernels A and B in 
(2.5) by making one or another of various assump­
tions about the smoothness of the dependence of 
M(t) on the history H(t - T), T ~ O. Such assump­
tions are directed toward justifying integral repre­
sentations of the type 

A = AO(T) + Loo Loo A1(T, ~1' ~2) 
X I1(t - ~1' t - ~2) d~1 d~2 

+ LooLooLooA2(T, ~1' ~2' ~3) 
X Ilt - ~1' t - ~2' t - ~3) d~1 d~2 d~3 

+ Loo Loo Loo Loo An( T, ~1' ~2' ~3' ~,) 
x I 1(t - ~1' t - ~2)Il(t - ~3' t - ~4) 

X d~1 d~2 d~3 d~4 + ... +, (5.1) 

analogous to the Taylor series expansion of a function 
of a finite number of variables. The precise nature of 
the smoothness assumptions influences the nature of 
the kernels Ao , Al , etc., the type of integration involved, 
and the sense in which the expansion approximates 
the functional A. Conversely, the assumption that an 
expansion of the type (5.1) is possible implies state­
ments about the smoothness of the dependence of 
M(t) on H(t - T), T ~ 0, and we prefer to consider 
such expansions from this point of view. 

It appears unlikely that highly nonlinear behavior 
such as saturation in ferromagnets can be described 
conveniently in terms of sums of multiple integrals. 
On the other hand, integral representations do appear 
to be useful in the description of small amplitude 
(i.e., linear or nearly linear) rate effects such as the 
frequency dependence of magnetic permeability in 
electromagnetic waves. Thus, for example, by dis­
carding all terms which are nonlinear in the history 
H(t - T), T ~ 0, from (2.5) and (5.1) we obtain the 
usual after-effect integral 

M{t) = Loo AO(T)H(t - T) dT. (5.2) 
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If a model of this form is found to be useful at rela­
tively low intensities in a given material, then a 
quadratic approximation may be adequate at some­
what higher intensities. Thus, with an expansion of the 
type (5.1) for the functional Bin (2.5), we obtain 

M(t) = LX> Ab)H(t - T) dT 

+ 50"'50'" BO(T1' T2)H(t - T1) x H(t - T2) dT1 dT2· 

(5.3) 

The cubic term in such an expansion is 

50'" 5oa) 50'" A1(T, $1, $2)H(t - T) 

x [H(t - ~1) • H(t - ~2)] d$1 d~2 dT, (5.4) 

and higher-order terms may be written analogously. 

6. SMALL EFFECTS SUPERPOSED ON LARGE 
EFFECTS 

When the magnetization Mo{t) corresponding to 
some simple base history Ho(t - T), T ~ 0, is known, 
it may be convenient to express the magnetization 
M(t) corresponding to a slightly different history in 
terms of Mo(t) and the perturbation h = H - Ho. 
With certain implicit smoothness assumptions, this 
can be accomplished by means of a Frechet expansion 
of the basic response functional oM., 

M(t) = oM.[Ho{t - T) + h(t - T)] 

= oM.[Ho{t - T)] + 15oM.[Ho{t - T) I h{t-T)] 

+ O(llhI12). (6.1) 

Here 150M. is the Frechet differential of oM. at the history 
Ho, with respect to h, and Ilhll is some appropriate 
norm of the perturbation history. The first term on 
the right is Mo(t). The Frechet differential is a linear 
functional of h whose components can conveniently 
be represented in the form of integrals as 

Here the kernels Mij are distributions which are 
functions of the base history Ho. The forms of these 
kernals are, as usual, subject to restrictions imposed 
by material symmetries. 

Toupin and Rivlin9 have used representations of 
this general type, including electrical effects, in the 
discussion of electro-magneto-optical effects. In this 
application, the base history Ho is independent of 

9 R. A. Toupin and R. S. Rivlin, Arch. Ratl. Mech. Anal. 7, 434 
(1961). 

time, and the functionals over Ho reduce to ordinary 
functions. 

7. NEARLY RATE-INDEPENDENT MATERIALS 

An approach to the description of rate effects in 
ferromagnetic materials can be based on the formalism 
(6.1). For such materials we suppose that if the base 
history Ho involves sufficiently slow changes in the 
field strength, then the dependence on Ho in (6.1) 
can be regarded as rate-independent. Thus, with the 
notation introduced in Sec. 4, we obtain 

Mit) = .N'i[H(s)W~o ]+ 50'" Nij[Ho(s)I~~o; T] 

x hit - T) dT + O(llh2 11). (7.1) 

The first term on the right might, for example, 
represent the magnetization found in the determina­
tion of a hysteresis curve with field path Ho(s), 0 ~ 
s ~ s. The second term would then represent rate­
dependent behavior such as that observed in small 
oscillations of the field strength about the basic field 
path Ho(s), 0 ~ s ~ S, or transient effects observed 
when the basic field path is traversed in short jumps. 

8. DIFFERENTIAL APPROXIMATIONS 

When the kernels in an integral approximation 
such as (5.3) can be expressed in terms of a finite 
number of exponentials with various relaxation times, 
it may be possible to convert the integral representa-. 
tion into a differential equation relating M(t) and 
H(t). A simpler and more general approach is possible 
if the field history H(t - T), T ~ 0, is well represented, 
over an interval of T which is large in comparison 
to the largest relaxation time, by its Taylor series 
expansion, 

H(t - T) = I 1.- (-TtH(n)(t). (8.1) 
n! 

In such cases, by using (8.1) in (2.5), we obtain a 
relation of the form 

M(t) = I cxnH(n)(t) + I I cxmnH<m)(t) x H<n)(t), 

(8.2) 
where 

(8.3) 
and 

(_I)m+nm! n! CXmn 

= 5o"'50"'B[I1,I2;T1'T2]T~T~dT1dT2. (8.4) 

If B is antisymmetric with respect to interchange of 
T1 and T2, then CXnm = -CXmn . With integral expansions 
of the type (5:1) for A and B, the moments cx can be 
expressed in a correspondingly more explicit form. 
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9. MATERIAL SYMMETRY RESTRICTIONS 

We now return to the consideration of the restric­
tions which are imposed on the functional oM. in (2.1) 
by material symmetries. We note first that because 
M and H are axial vectors, their images under an 
orthogonal transformation Rare RRM and RRH, 
respectively, where R is the determinant of R. Now, 
let M(t) be the magnetization associated with the 
field history H(t - 7), 7 ~ 0, by (2.1), and let R be a 
symmetry transformation for the material. Then 
the magnetization corresponding to the history 
RRH(t - 7), 7 ~ 0, is RRM(t), 

RRM(t) = oM.[RRH(t - 7)]. (9.1) 

With (2.1), this implies that the functional oM. must be 
of such form as to satisfy the relation 

oM.[RRH(t - 7)] = RRoM.[H(t - 7)], (9.2) 

for each history.H(t - 7), 7 ~ 0, and each symmetry 
transformation R for the material considered. The 
relevant group of transformations {RR} is a subgroup 
of the proper orthogonal group and need not neces­
sarily be a subgroup of the group {R}. 

The restrictions stated in implicit form by (9.2) 
can be made explicit in canonical forms such as that 
shown in (2.2) for isotropic materials. The form of 
such a representation depends upon the group of 
transformations {RR}. The method of finding such 
canonical representations, described below, was 
originated by Green and Rivlins and Rivlin,4 and 
extended by Wineman and Pipkins who removed some 
inessential function-theoretic limitations on the gen­
erality of the method. 

Let la(a, b, C, ••• ), IX = 1,2, ... ,A, be the typical 
multilinear invariants of the generic vectors a, b, 
c, ... , for the group {RR}. These invariants can be 
found in tables given by Smith and RivIin6 and 
Smith.7 Let H(t - 7 n) be denoted, for abbreviation, 
by Hn. By substituting HI' H 2 , ••• , for a, b, ... , 
respectively, in the typical invariants la, we obtain 
a set of invariants of the form laCH1' H 2 , ••• ), 

IX = 1, ... ,A. With cp an arbitrary auxiliary vector, 
we also obtain the basic form-invariant vectors f(a) 

defined by 

11a
) = ala.< cp, HI' H 2 , •• ·)/aCPi. (9.3) 

We note that these vectors are independent of cpo 
Then, the functional oM. satisfies (9.2) if and only 
if it can be expressed in the form 

A 
oM. = I c(a)[f(a); II' ... ,IA ], (9.4) 

a=l 

where CIa) is a functional of the functions (a) and 

11' ... ,fA' linear in f(a). Furthermore, C(a) has the 
property that if eli) are constant vectors, then 

C(a)[e(iy:a); II'···' I A ] = e(i)[(a)[f1a); II'· .. , I A ]. 

(9.5) 
Thus, in component form, oM. is given by 

A 
..A{,i =! [(a)[fla.); II'· .. , I A ]. (9.6) 

a=l 

It should be emphasized that C(a) is the same func­
tional for each choice of the subscript i. 

As an illustration, we consider the case of isotropic 
materials. In this case {R} is the full or proper 
orthogonal group, and {RR} is consequently the 
proper orthogonal group. There are two typical in­
variants in this case, a· b and a . b x c. Accordingly, 
the invariants laCH1' H 2 , ••• ), IX = 1, 2 are those 
listed in (2.3). The vectors f(a) are defined by 

11° = a(cp • H)/aCPi = H;(t - 7) (9.7) 
and 

112) = a(cp • HI x H2)/aCPi 

= [H(t - 71) x H(t - 72)]i. (9.8) 

The canonical form (9.4) for this case is shown in (2.2). 
As a second illustration, we consider transversely 

isotropic materials. If we let the Xs coordinate axis 
coincide with the axis of rotational symmetry, then 
the typical multilinear invariants are a· b, a· b x c, 
and as. It follows that the invariant functions 
laCH1' H 2 , ••• ), IX = 1,2,3, for this group are those 
defined in (2.3), together with 

(9.9) 

Correspondingly, the basic form-invariant vectors 
f(1) and f(2) are those given in (9.7) and (9.8), respec­
tively, and f(S) is a unit vector along the Xs axis, 

I:S
) = t5Si • (9.10) 

Then, the canonical form (9.4) for this case is 

oM. = C(1)[H(t - 7);/1'/2'/2] 

+ 1:.(2)[H(t - 71) x H(t - 72);/1,/2,/s] 

+ f(S)[(S)[I; 110 12 , Is]. (9.11) 

The property (9.5) has been used in factoring out the 
constant argument f(S) of I:. (S). 

The 32 crystal classes can be divided into eleven 
families, such that the group {RR} is the same for 
classes in a given family. One class in each family has 
no reflectional symmetries, and for this class the 
transformation groups {R} and {RR} are the same. 
In order to use the tables of Smith and Rivlin6 and 
Smith7 to find the basic multilinear invariants for 
a given crystal class, one refers not to the table for 
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that class, but to the table for the associated class 
with rotational symmetries {RR} only. The eleven 
families of crystal classes are listed in Table I, the 

TABLE I. Families of crystal classes. 

Family 1: C1 , SI 
2: C., Cu , C'A 
3: V, C.o , VA 
4: C4 ,S"C4A 

5: D4 , Vd , Ch , DOh 
6: Ca, Ca. 
7: Da,Ca., Dad 
8: C., C3A , C.,• 
9: D., D3h' C •• , D.h 

10: T,Th 
11: 0, Td , Oh 

class in each family which has no reflectional sym­
metries being given first. The invariants for each 
family except number 11 are given in the paper by 
Smith and Rivlin6 ; those for family 11 are in Smith's 
paper. 7 

It was shown by Smith and Rivlin10 that the strain­
energy functions for elastic deformations of crystals 
take eleven different forms depending on the crystal 
class. The eleven families into which the crystal 
classes thus divide are the same as those obtained in 
the present paper. 

10. ELECTRICAL EFFECTS 

Many of the preceding remarks apply with minor 
changes to the formulation of constitutive equations 
for dielectric and ferroelectric behavior. The electric 
field strength E(t) at a given particle at time t is 

10 G. F. Smith and R. S. Rivlin, Trans. Am. Math. Soc. 88, 175 
1958). 

assumed to be uniquely determined when the dielec­
tric displacement D(t - T), T ~ 0, at that particle at 
times up to and including t is known, 

E(t) = &[D(t - T)]. (10.1) 

The restrictions imposed on the form of the func­
tional & by symmetry under a group of transforma­
tions {R} are stated in implicit form in the equation 

&[RD(t - T)] = R&[D(t - T)], (10.2) 

and the solution to this equation can be written down 
by following the procedure outlined in Sec. 9. The 
complications arising from the fact that M and Hare 
axial vectors do not appear in the present case, in 
which we deal with polar vectors E and D. For 
example, in the case of materials which are initially 
holohedral isotropic (i.e., {R} is the full orthogonal 
group), the inner product is the only typical basic 
multilinear invariant. The constitutive relation (10.1) 
can accordingly be written in the more explicit form 

E(t) = &[D(t - T); D(t - T 1)' D(t - T2)], (10.3) 

where t is linear in D(t - T) and has the property 
(9.5). In (10.3) there is no term of the type which 
gives rise to the transverse magnetic effect discussed 
in Sec. 3. 

The discussion in Secs. 4-8 applies with only slight 
modification to the response functional t, and need 
not be repeated. 
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Sufficient conditions are derived for the exponential stability of non-uniform collisionless guiding 
center plasma when the magnetic field in equilibrium is unidirectional. These conditions are local 
analogs of th~ criteria obtained for uniform plasma equilibria. Growth rates slower than exponential 
ones are consIdered. 

1. INTRODUCTION 

I N this article, we investigate the linear stability of a 
plasma in a strong magnetic field, employing the 

guiding center equations derived by Grad.1 

Our definition of stability is taken to be the 
boundedness of solutions of the initial-value problem 
for the linearized system of equations. In the past, 
investigations of non-uniform plasma have character­
istically been restricted to special directions of 
propagation, or small ratios of fluid to magnetic 
pressure.2- 4 No such restrictions are made here. 

Two of the conditions which we derive for expo­
nential stability were obtained, in the special case of 
Gaussian distributions, by Furth5 and by Sagdeev 
and Vedenov.6 Chandrasekhar, Kaufman,' and Wat­
son7 could have, but did not, obtain similar inequalities 
using the marginal stability criteria which they 
employed for Gaussian distributions in their study of 
a uniform cylindrical plasma column with circular 
cross section. In general, however, if the equilibrium 
distributions are not monotone in the energy, an 
argument based on marginal stability is known to be 
incorrect. 

The technique we employ for the derivation of 
exponential stability criteria is that of demonstrating 
the existence of a unique solution to a partial differ­
ential equation for a Laplace transformed variable. 
Criteria which are sufficient for exponential stability 
are obtained. Some of these conditions have been 
shown to be necessary for stability by Grad.8 His 

1 H. Grad, in Proceedings of the Symposium on Electromagnetics 
and Fluid Dynamics of Gaseous Plasma (Polytechnic Institute of 
prooklyn, Brooklyn, New York, 1961). 

I A. B. Mikhailovskii, Zh. Eksperim. i Teor. Fiz.44, 1552 (1963) 
[English trans!.: Soviet Phys.-JETP 17, 1043 (1963)]. 

aN. A. Krall and M. N. Rosenbluth, Phys. Fluids 6, 254 (1963). 
'A. A. Galeev, Zh. Eksperim. i Teor. Fiz. 44, 1920 (1963) 

[English trans!.: Soviet Phys.-JETP 17, 1292 (1963)]. 
6 H. P. Furth, Phys. Fluids 6, 48 (1963). 
• R. Sagdeev and A. Vedenov, in Plasma Physics and the Problem 

of Controlled Thermonuclear Reactions, M. A. Leontovich, Ed. 
(pergamon Press, Inc., New York, 1958), Vo!. III, pp. 332-339. 

7 S. Chandrasekhar, A. N. Kaufman, and K. M. Watson, Proc. 
Roy. Soc. (London) A245, 435 (1958). 

8 H. Grad, Phys. Fluids 9, 225 (1966). 

definition of stability, however, is different from the 
one employed here. Our sufficient conditions are local 
analogs of those obtained for the stability of uniform 
plasma equilibria.9 

It should be pointed out that the absence of expo­
nentially growing modes does not, in general, imply 
boundedness of solutions to the initial-value problem. 
In fact, we show that when symmetry considerations 
dictate solutions which are independent of the direction 
along the equilibrium magnetic field lines (i.e., prop­
agation orthogonal to this field), the non-uniformity 
of the equilibrium produces an algebraic instability. 
This instability is not an exponential one. 

We also treat, as a limiting case of the technique 
employed here, the stability of uniform cylindrical 
plasma columns of arbitrary cross section. 

2. EQUATIONS 

The model we employ is given below and was 
derived by Grad.1 

(:t + V· [U + V~J)f± 
= _ .i{ [~ . IX± (V . p+ _ V· ~-) 

av p+ p 

+ ~. V(IU2 
- f-tB) + v(U. k)Jf±}, (1) 

o = (aB/at) + V x (B xU), (2) 

dU o = pB x - + B x V • (P+ + P-) 
dt 

B 
- - x [(V x B) x B). (3) 

f-to 

In these equations all quantities are time averaged 
over a Larmor period. The distributions f± are func­
tions of f-t and v, the magnetic moment per unit mass 
and the kinetic velocity parallel to the magnetic field 
B (~ = B/lBI). In this treatment they are normalized 
as mass densities (Jfdf-tdv = p). The quantities P± 
and p± are pressure tensors and mass densities. 

• A. Kadish, Phys. Fluids 9,514 (1966). 
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(Superscripts + and - refer to ions and electrons, 
respectively.) The macroscopic flow velocity orthog­
onal to B is V, and k is the curvature of the magnetic 
field. The numbers oc± are defined by 

± -(n1/e)~ 
oc = 

(n1/e)+ - (n1/e)-

Equations (1) are the collisionless Liouville equa­
tions for the ion and electron guiding centers. 
Equations (2) are Maxwell's equations for the time 
evolution of the magnetic field in which, consistent 
with the lowest-order guiding center theory, the 
electric field has been replaced by B x V. However, 
Ell is contained in the terms (V • P)/ P of the Liouville 
equations. The last equations are the magnetohydro­
dynamic equations for the components of velocity 
orthogonal to B. In these, the current has been replaced 
by (I/P,o)V x B. 

We now assume an equilibrium which is inde­
pendent of the direction along its unidirectional 
magnetic field vector Bo = (Bo, 0, 0) and linearize 
Eqs. (I)-(3) about this state. If the dependence of 
the solutions is harmonic in the direction of Bo, then 
we obtain, after a Laplace transform in time, with 

ltv = (a/av)li- ' 

(v - z)g± + {BII/Bo[oc±(P1/Poh - p,Bo] + OC±<V2)}J~v 
+ B1./Bo· (oc±(V*P~/Poh 
+ {oc±[(Pi - Plf)/Pol:\ - p,Bol'V*Bo/Bo)fo,v 
+ (e + vB1.) • V*(ft/Bo) = (1/ik)G±(O), (4) 

-(zB1. + e) = (l/ik)B1.{O), 

-zBII + V* . e = (1/ik)BII{O), (5) 

-ze - v3tB1. + (Bo/Po)V*P = (l/ik)e(O). (6) 

In Eqs. (4)-(6) B 1. and BII are the perturbations in B 
orthogonal and parallel to Bo, respectively. The 
linearization of the total orthogonal pressure 

P1. + iB2/P,0 = P1. + PM 

is given by p. The wavelength (along Bo) of the solu­
tions is k-1 (k > 0). The operator V* is defined by 

V* = 1. (0 ~ ~) = 1. V' 
ik 'aX2' aXa ik' 

z = s/ik, where s is the Laplace transform variable. 
In addition, the following have been employed. 

(qh = q+ + q-, (q)a = q+ - q-, 

e = BoV, g± = f± - (BII/Bo)ft, 

(v2
) = f v2 dp, dv(g+/pri - g-/p-o) , 

v3t = (1/ Po)(2P'k + pi - P~). 
In the above, a 0 superscript or subscript implies an 

equilibrium parameter. Its absence implies a perturba­
tion. (In the treatment which follows, this subscript is 
often dropped for convenience when there is no 
possibility of confusion.) In the following, a bit of 
shorthand is convenient. We define the expressions 

II =f+oo ~ [oo p,/[(fo,v)+ + (-li (fo-:.)-J dp" 
_OO v - z Jo p~1 p~ I 

1 = 0, 1,2. 

After taking the appropriate moments of Eqs. (4) 
and performing some elementary manipulations we 
find 

+ Bo II V* (B1.)}. (7) 
(loci Po)± I: . Bo = 11 , 

PO(Z2 - v3t)(B1./Bo) + V*p = i2' 
[B~(I2 - I~/Io) + 2(P~ + P l)]V*. (B1./Bo) + p = is, 

where jz (I = 1,2,3, ... ) are functionals of the 
equilibrium and the initial data. From these equations, 
we readily obtain 

. + =}4' V ( 
'Vp ) k2 P . 

DII(x; z) D1.(x; z) 
(8) 

where 
DII(X; z) = PO{X)[Z2 - v3t(x)], 

D1.(x; z) = 2(P'k + pi) + B~(X)(I2 - IUIo)· 

The motivation for the notation is to be found in the 
earlier treatment of the homogeneous plasma.9 There, 
stability of uniform equilibria against spatially 
harmonic perturbations with wave vectors k = 
(k ll ' k 1. ' 0) and Bo = (Bo, 0, 0) was considered. The 
dispersion relation obtained was 

klfDII{z) - klD1.{z) = 0, 1m z > O. (9) 

The existence of such a z was shown to be necessary 
and sufficient for exponential instability. 

We now determine conditions under which Eq. (8) 
has a unique solution which is analytic in z for 
1m z > O. As an inversion of the Laplace transform 
readily shows, this condition corresponds to an 
absence of exponential growth. 

3. UNIQUENESS 

The result we derive in this section is the following. 

Theoren1: If s: P,Yo~JP" v) dp, are Holder continuous 
in v for k = 0, 1, 2 and if 

Ii-{p" v) = a±(x)g±{b±(x)p" C2V2}, 
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then the following set of conditions is sufficient for 
the uniqueness of solutions of Eq. (8): 

(1) v~,<x) > 0, 

(2) D.L(x; 0) > 0, 

(3) 

{foooJl dJl (;~tr < {LOO dJl(~~vl}{foOO Jl2 dJl(fo,v)+ 
for v =;f= 0, 

(4) 10 =;f= 0, 1m z ;;::: 0. 

The restriction on the partial moments of ltv in the 
hypothesis permits a definition of Ik which is con­
tinuous up to the line 1m z = ° when taken through 
values in the domain 1m z > 0. Actuaily, for exponen­
tial stability it suffices to have the integrals as limits 
of sequences of Holder continuous functions. This is 
easily seen using the maximum principle for analytic 
functions. The second restriction of If to functions of 
the form prescribed is more serious. It states that the 
spatial dependence of the equilibrium distributions 
may appear only as a normalization factor and as a 
coefficient of the magnetic moment per unit mass. 
The major effect of this restriction is to keep the ratio 
of P~j Po independent of space. This restriction is 
necessary for the success of the treatment which fol­
lows. It might be relaxed if a particular distribution 
pair and the spatial dependence of Plfj Po were given. 
However, the technique we employ here does not 
yield general results without this restriction. 

Condition (1) is easily recognized as the fire-horse 
inequality, 

2P'k + pi > PI?' 

Condition (2) is the velocity gradient inequality (a 
generalization of the mirror machine inequality) 

P'k + pi > t(p02jPft)17, 

where 17 is a dimensionless functional of the scaled 
distributions. Condition (3), if satisfied, guarantees 
that under the conditions of the hypothesis the inte­
grand of the integral which appears in Eq. (11) is 
never real and negative. Condition (4) assures us 
that if the vector field B does not grow then the 
moment <v2 ) is exponentially stable. It also ensures the 
analyticity in z of the expression 

DII - ).2D.L' 

As shown in our earlier paper, a necessary condition 
for the validity of condition (4) is that 

(+00 dv (OOdJl[(--; f~)+ + (--; f~)-J < 0. (10) 
)-00)0 ov Po OV Po 

Taken together with condition (3), this is sufficient. 
For functions which are nonincreasing in v2 or which 
are isotropic in velocity space, this inequality is neces­
sary and sufficient for (4) to obtain the following proof. 

Proof" The proof of the theorem is immediate. We 
assume that for z = zo, there is a function c/> such that 

V.~+k2~=0, 
DII(Zo) D .L(zo) 

which vanishes at infinity. If this is so, then 

f[ - IVC/>12 + k2~J dx = 0. 
DII(Zo) D .L(zo) 

Consider the function 

F(z) =f dx [Io(Z)DII(Z) I ~ 12 
I(zo) DII(Zo) 

- k2Io(z)D .L(z) I-c/> -12J 
D .L(zo) 

= C(zo)f~ [Io(z)DII(Z) 1~112 
Po(x) 

- k2Io(z)D.L(z) 1~212]. (11) 

Obviously F(zo)jc(zo) = 0, and on the arc z = Rei9, 

° ~ () ~ 7T; R» 1 

F(z) "'fdX 1~112 > O. 
c(zo) 

We now proceed exactly as in Ref. 9 and find that if 
for z real and different from zero 

1m F(z)jc(zo) = ° 
and 

f dpX I~Q = f d; • I~{ DII 1~112 

- k2[2(PM + P.L) + B~I~] 1~212} ;;::: 0, (12) 

where I~ is the principal value of Ik , then 

Re F(z)jc(zo) > 0. 

If the expression in Eq. (12) is negative, then using 
Schwarz's inequality on 1m F(z)jc(zo), some algebra 
yields that Re F(z)jc(zo) is larger than the sum of a 
positive term and 

1 

4f k21~212 B2(lmII)2(dxjp) 

X [f I~Q d; f k2 1e21
2 B2(lm 11)2 ~X 

-f(lm Io)Q d; f k21e212 I~(B2ImI2) dpXJ 

Employing the form of If prescribed in the hypothesis, 
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we find that the bracketed expression may be written 
as 

B: PII (fI~.Q dX) (fk21~212 pi dX) 
P1. p P PII 

[(1m IJ2 - (lm Io)(lm 12)] > o. 
Therefore, all intersections with the real line of the 
mapping of the boundary of the upper half z plane by 
the function F(z)/c(zo) lie to the right ofthe origin. [The 
intersection due to z = 0 is taken into account by 
conditions (1) and (2).] Therefore, the principle of the 
argument of analytic function theory implies that 
F(z)/c(zo) has no zeros in the upper half plane. 

4. EXISTENCE AND ANALYTICITY 

Assuming the uniqueness of p, we now prove its 
existence. We rewrite Eq. (8) in the form 

f:J.p + k 2 DII(OO, z) p 
D1.(oo,z) 

= j: + alex, z)p + a2(X, z) • Vp, (13) 

( ) _ k2 [ Dlle 00, z) _ DII(X, z)] al x, z - , 
D 1.( 00, z) D 1. (x, z) 

a2(x, z) = DII(x, z)V[DII(x, Z)]-l, 

j: = DII(X, Z)j4' 
We now take Fourier transforms of Eq. (12). After 
inverting the transforms, we find that 

p(x; z) = 'f(x; z) + f K(lx - yl, y; z)p(y, z) dy. 

(14) 

Here, 'f(x; z) represents the contribution of the 
inhomogeneity j: . 
27TK(ix - yl, y, z) = [al(y, z) - V • a2(y, z)] 

X J(lx - yl) - a2(y, z) • VJ(lx - yl), 
J(lx - yl) 

f'" rdr 
= - 2 Jo(r Ix - yD· 

o r2 - k [DII(OO, z)/D1.(oo, z)] 

Here Jo(t) is the zeroth-order Bessel function. It is 
easy to show that the kernel has a singularity at 
Ix - yl = 0 of the form Ix - yl-t, but (assuming that 
the equilibrium does not tend to its state at infinity too 
slowly) is well behaved for Ix - yl -40 00. The singu­
larity at Ix - yl = 0 prevents the immediate applica­
tion of the Fredholm alternative theorem for L2 
kernels. However, the iterated kernel is square 
integrable, and hence the theorem applies, provided 
the initial perturbations are L 2 • 

It should be noted that the existence of a solution 
for all z such that 1m z > 0 does not imply exponential 
stability. For this, one needs analyticity. Hence, we 
now show that the solution is analytic in z for 

aI 

Bo=BO<X) 

"2 + + 
f~ = f~<X) 

FIG. 1. The arbitrary cross section of the uniform plasma column I. 

1m z > O. It suffices to show that dp/dz exists. Thus, 
consider the function ~d defined as 

~a(z) = [~(z + <5z) - ~(z)]/<5z. 

We have 

pix, z) = 'f;(x; z) + f dyK(lx - yl, y; z)piy; z) 

with 

'f;(x; z) = 'fa(x; z) 

+ f Ka(lx + yl, y, z)p(y, z + <5z) dy. 

Assuming reasonable smoothness of the equilibrium 
state, we may pass to the limit <5z -40 0, thus obtaining 
the same integral equation (modulo the inhomo­
geneity) obtained for p. 

5. STABILITY OF THE UNIFORM 
PLASMA COLUMN 

We now consider an equilibrium such as that 
illustrated in Fig. 1. The equilibrium parameters are 
taken to be uniform in the domains I and X, but are 
assumed to suffer a discontinuity across the boundary 
of I; A/. The cross section of J is such that oJ has a 
continuously turning tangent (piecewise smoothness 
of oJ would suffice). Treating the equilibrium as the 
limiting case of a smoother configuration and using 
the familiar "pillbox" argument on the domain D 
(see Fig. 2) with Eq. (8), we find that across the line 
oJ we must have 

[n' p/DII ] = 0, 

where [q] is the jump in q across oJ. n is the normal to 
01, drawn outward from I. Therefore, if 1> is a solution 
to the homogeneous equation for z = zo, then pro­
ceeding as before, we find that F(z) as defined by Eq. 
(11) must vanish at z = Zo. The remainder of the 

n 

FIG. 2. The domain of the pillbox used to 
derive conservation conditions across 01. xif-D 

aI 
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stability argument now parallels that of the general 
case. 

6. ALGEBRAIC STABILITY 
We now consider a situation omitted in the previous 

discussion of stability-perturbations independent of 
the direction along Do. In this situation k = 0 and the 
linearized equations are given by 

o = (aBIi/at) + V • e; 0 = aD.l/at, 
0= (po/Bo)(ae/at) + Vp, 

a B± 
0= at g± + (e + vB.d· Vgt + gt Bo 

(15) 

. {oc±(V~~)4 + [oc± (.1 ~ P~)4 - ~BoJVBo}. 

JOURNAL OF MATHEMATICAL PHYSICS 

The time invariance of B.l implied by Eqs. (15) 
indicates an algebraic growth in g± due to gradients in 
the equilibrium configuration. The realization of this 
growth when k is a transform variable is at present 
undetermined. 
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A number of results for plane wave propagation in kinetic theory are obtained. Among these are the 
following. It is shown that the Boltzmann equation for bounded collision operator has a cutoff fre­
quency beyond which plane waves cease to exist. The analytic continuation of the dispersion relation 
is discussed and asymptotic results beyond the critical frequency are obtained. Using a kinetic model 
it is shown that the low-frequency formal power series for complex wavenumber in terms of frequency 
(and vice versa) are divergent. The last is contrary to the recent result obtained for the rigid sphere 
Boltzmann equation. 

1. INTRODUCTION 

ONE of the customary devices for examining the 
nature of a theory is through the study of plane 

wave propagation. In cases where a solution may be 
shown to be composed only of plane waves, such a 
study fully discloses the theory. In rarefied gas dyna­
mics, a continuous spectrum appears in addition to the 
point spectrum and hence plane waves only p~rtially 
reveal the theory. However, on physical grounds one 
expects the continuous spectrum not to play a role 
except at high frequencies. l Cercignani2 and Weitzner3 

• This work was supported by the U.S. Office of Naval Research 
under Contract Nonr 562(39) and by the U.S. Atomic Energy 
Commission. 

1 We use the term frequency generically to signify a modulus of 
oscillation in either space or time. 

• C. Cercignani, Ann. Phys. (N.Y.) 30, 154 (1964). 
a H. Weitzner, in Proceedings of Fourth International Conference 

on Rarefied Gasdynamics (Academic Press Inc., New York, 
1965). 

have shown the contrary to be true for the 
Krook model (this conclusion should hold for any 
model of the Gross-Jackson4 type)-but this is a 
shortcoming of the model rather than a physical 
effect. In this paper our attention is focused on plane 
waves only, and more specifically on the low- and 
high-frequency regimes. 

Following the general practice, we define a plane 
wave as a perturbation solution which has expo­
nential space-time dependence '--'e"t+.",. For generality 
we regard both (1 and s as complex; however, only 
two special cases are of physical interest. When 
s = ik, k real, the situation corresponds to a pure 
initial-value problem and we refer to this as a free 
wave. When (1 = iw, w real, the situation corresponds 
to an oscillating wall (boundary-value problem) and 
we refer to this as a forced wave. This terminology is 

, E. P. Gross and E. A. Jackson, Phys. Fluids 5, 432 (1959). 
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the same used by us in our investigations of sound 
propagation.6•6 

Formal power series methods can be employed in 
analyzing low-frequency plane waves, and these are by 
far the simplest to consider. This approach proved 
useful in a study which compared the Boltzmann 
equation, model equations, and various macroscopic 
approximations. 7 Such formal expansions, which can 
only be presumed valid for low frequencies, have in 
addition a variety of other uses, especially in solving 
problem. It is therefore natural to enquire as to the 
convergence of such expansions. In two recent studies 
of the rigid sphere Boltzmann equation, 8.9 it was shown 
that these expansions are convergent. In Sec. 6, using a 
kinetic model, we prove the contradictory result; 
i.e., the expansion is divergent.1o The reason behind 
this conflict is that the collision frequency v which is 
a constant for the model equations of Gross and 
Jackson,4 behaves as 11;1, 11;1 large, for rigid spheres. 
For reasons given in Sec. 6, our conjecture is that the 
formal power series of a(k) and sew) diverge for 
v(~) -ll;la, 0 ::::;; (X < 1, II;I large. And that they con­
verge for v(~) -11;1, II;I large (exponents larger than 
unity are not of physical interest). 

Detailed results for a(k), sew) for all values of the 
arguments do not seem attainable without numerical 
aid.5•6 For large values of frequency, however, a 
variety of results may be obtained. In Sec. 3 we 
consider the finite moments method of Wang Chang 
and Uhlenbeck.ll (This method, which is macroscopic 
in approach, is the same used in the exhaustive 
numerical investigations of Pekeris et al. 12) We show 
in this case that for large w, 1m sew) r-..J wand Re sew) 
is bounded. The latter effect accounts for the poor 
agreement this theory has with experiment. 5.6 

In considering the initial value problem for model 
equations, we have shown that plane wave propagation 
ceases past some critical frequency.13 More recently 
Cercignani,2 using the Krook model, has shown the 

& L. Sirovich and J. K. Thurber, J. Acoust, Soc. Am. 37, 329 (1965). 
• L. Sirovich and J. K. Thurber, in Proceedings of Fourth Inter­

national Conference on Rarefied Gasdynamics (Academic Press Inc., 
New York, 1965). 

7 L. Sirovich, Phys. Fluids 6, 10 (1963). 
8 J. A. McLennan, Phys. Fluids 8, 1580 (1965). 
• A. A. Arseniev, Zh. Vitch. Mat. i Mat. Phys. (Moscow) 5, 864 

(1965). 
10 See also the papers by L. Sirovich and J. Thurber, in "Notes 

of a in Summer Conference Statistical Mechanics," Brookhaven 
National Laboratories (1965). 

-11 C. S. Wang Chang and G. Uhlenbeck, "On the Propagation of 
Sound in Monoatomic Gases," Univ. Mich. Eng. M999 (1952). 

11 C. Pekeris, Z. Alterman, L. Finkelstein, and K. Frankowski, 
Phys. Fluids 5, 1608 (1962). 

18 L. Sirovich and J. K. Thurber, "Sound Propagation According 
to Kinetic Models," NYU Inst. Math. Sci. Rept. AFOSR-1380 
MF-17 (1961) [see also Rarefied Gas Dynamics (Academic Press 
Inc., New York, 1963)]. 

same result for shear waves. In Sec. 4 we consider 
Boltzmann equations with bounded collision operators 
(this includes the kinetic models of Gross and Jack­
son') and show these always have a critical frequency 
beyond which plane waves do not exist. 

In Sec. 5 we consider the formulation of a specific 
problem and from it we introduce the analytic con­
tinuation of the dispersion relation. This results in 
relations for a(k) and sew) past the critical frequency. 
This notion has proven valuable in the numerical 
studies of Refs. 5 and 6, and in fact leads to plots of 
speed and attenuation rate which are in close agree­
ment with experiment. Using the analytically con­
tinued dispersion relation we obtain asymptotic forms 
for a(k) and sew). In particular, for forced sound waves 
we obtain 

Sr-..J -Iwl {1-~} 
[In w2]! 2 In w 2 • 

2. FORMULATION 

We follow the notation of an earlier paper.s In 
brief, the linearized Boltzmann equation, in one 
dimension, for the perturbed distribution function g 
is written as 

(~+ ~1 :x)g = L(g) = ff~[g~ + g' - g. - g] 

x B(O, II;. - 1;1) dO dE dl;. . (2.1) 

This equation is made dimensionless with respect to 
an as yet unspecified frequency v = l/T, as follows: 

t' = vt, x' = xv/(RTo)!' 

1;' = 1;/(RTo)I/2B' = povB/m. (2.2) 

Substituting and then removing the primes we obtain 
the dimensionless equation 

(E.. + ~1 £)g = L(g) ot ox 

with 

= f n,Jg~ + g' - g. - g]B dO dE dl;. (2.3) 

n = e-s"2/(2'lT)!. (2.4) 

Introducing the inner product (asterisk denotes 
complex conjugate) 

(p, q) = f wp·(I;)q(l;) dl;, (2.5) 

one can show that for 

'I"i = sw/+!(e/2)~IW 

I [2
U
il+lr(r(i) + I(i) + OJ! 

x P!(iMl/~) '1Tlr(i)! (21(i) + 1) ,(2.6) 

('I"j, 'I" i) = ~ii' (2.7) 
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s; and P! are the Laguerre and Legendre polynomials, 
respectively. The notation rei), lei) signifies that the 
double subscript rl has been reduced to a single 
subscript i.l4 For B = B(e) Wang Chang and Uhlen­
beckll have shown "Pi to be eigenfunctions of L, i.e., 
for B = B(e) 

(2.8) 
where 

A.i = ('Yi' L('Y i)· (2.9) 

More generally we define 

Aij = ('Yi , L('Y j). (2.10) 

We find it convenient to introduce the projection 
operator 

P N = .L 'Y;('Yi). (2.11) 
iSN 

Hence 

"" 
g = P ""g = .L a;'Yi (2.12) 

i=1 
with 

ai = ('Yi' g). (2.l3) 

Plane wave solutions to the Boltzmann equation are 
of the form 

g = eO"t+s:rg(~), (2.14) 

where we allow both a and s to be complex. In order 
for such solutions to exist we must find a and ssuch 
that the homogeneous equation 

(a + S~1 - L)g = 0 (2.15) 

is satisfied. Various aspects of this problem have been 
considered in the literature. With the exception of 
low-frequency phenomena, these results are generally 
obtainable only by numerical methods. In this paper 
we analytically show certain general features of both 
high- and low-frequency wave propagation. 

In keeping with common practice we refer to the 
relation in a and s which results from 

(a + S~1 - L) = 0 (2.16) 

as the dispersion relation. As mentioned in the 
Introduction we refer to the case when Re (s) = 0 
as the free-wave problem, and to case when Re (a) = 0 
as the forced-wave problem. 

3. TRUNCATED BOLTZMANN EQUATION 

In order to solve (2.16) Wang Chang and Uhlen­
beckll consider the truncated Boltzmann equation 

(3.1) 

Maxwell molecules, that the coefficients in the formal 
power series of s = s(iw) can be exactly determined 
by successive truncations. Pekeris and co-workers12 
in a numerical investigation consider the exact 
dispersion relation which results from (3.1), for 
relatively large N. In this section we give an analytical 
description of the truncated dispersion relation (3.1) 
for high-frequency phenomena. 

Equation (3.1) leads to the equivalent N X N 
coefficient system 

(a1 + sA - A)a = 0, (3.2) 
where 

(3.2a) 

and A is defined by (2.10), and a by (2.l3). It is 
convenient to define the finite inner product equiv­
alent to (2.5) 

N 

(a, b) =.L a~bi· (3.3) 
;=1 

We now observe that A is negative semidefinite, 

(a, Aa) = (P,yg, L(PJ\.g) ::::;; 0 (3.4) 

the latter relation being a well-known property of the 
Boltzmann equation. Also as is well known, equality 
in (3.4) holds if and only if N = 3.15 

From this it follows that there exists an (N - 3)­
order square matrix S such that 

diagonalizes A under similarity (1 n denotes the n X n 
unit matrix), 

SAS-1 = D. 

D is a non positive diagonal matrix in which the 
first three diagonal elements are zero. 

Because of its natural importance we focus attention 
on the forced wave problem. We therefore wish to 
determine s = sew) such that 

o = det (iw1 + sA - A) 

= det (liw + sSAS-1 - D). (3.5) 

Setting s/iw = z, we seek z(w) for w --+ 00 in 

det [1 + zH - (i/w)D] = 0, 

where H is the real symmetric matrix 

H = S-1AS. 

(3.6) 

In considering the forced wave problem they show for Since the degree of (3.6) remains unchanged as 

14 The degree of '¥r! is 2r + I. A variety of reductions can be 15 Since the first three '¥; are linear combinations of the collision 
based on the degree of the polynomials. invariants. 
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w ~ 00, z possesses a power series in 1/W.16 Since H where 
is real symmetric, and from the form of (3.6), we have 

z( 00) =/= 0, 

1m z(oo) = O. 

Further it is easily shown that (3.6) is even in z. 
Finally, if we denote the normalized eigenvectors of 
the matrix of (3.5) by u, we easily have 

1m (z) = - (u, Au)/w(u, Au). 
Since 

(u, Au) ::; 0 
and 

(u, Au) ~ -l/z( (0), 
we have 

sgn (1m z) = -sgn (z(oo)w). 

[I:: is the dimensional collision operator introduced in 
(2.1)]. Then taking 

v = I 

in (2.2), the kinetic models are defined to be 

(:t + ~ . :x + 1) g = PN(L + I)PNg = Kg. (4.1) 

It is clear by construction that the norm IIKII of A 
satisfies 

0< I)K)) ~ 1. (4.2) 

The discussion which now follows also applies to 
Boltzmann equations for which K satisfies (4.2). 

We focus attention on the forced wave problem 
Therefore we have, for w --)0. 00, 

z = i: ~ ± (~ - ;) 

(iw + S;l + I)g = Kg, 

(3.7) and for convenience we take 

(4.3) 

(g,g) = 1. 
with Co and oc nonnegative, or 

s,-...., ±(iw/co + oc). 
Taking the inner product of (4.3) with g, the real 

(3.8) and imaginary parts may be written as 

This has the basic property of forced waves, i.e., that 
they decay in propagating to either ± 00. A note­
worthy feature of the truncated Boltzmann equation 
is that it leads to Re S bounded as (3.8) indicates. 

Denoting the viscosity of a gas by t-t and the pressure 
by p, we specify the Y, (2.2), by 

p/t-t. 

Therefore, if OJ denotes the dimensional frequency we 
have 

w = OJt-t/p = I/r. (3.9) 

The quantity r was introduced by GreenspanI7 and 
is the parameter used in plots of sound results. We 
now note that as w ~ 00 the sound speed and attenua­
tion rate are given by 

1m z/(!)! = a/ao'-"'" const, (3.10) 

Rez,-..., T 

(ao denotes the adiabatic sound speed). 
We note in passing that the free wave results follow 

if one inverts (3.7) and (3.8). 

4. BOLTZMANN EQUATION WITH BOUNDED 
COLLISION OPERATOR 

A useful class of equations in kinetic theory are the 
kinetic models.4 To obtain these we first introduce 

I = lub - (x, Ax)/ (x, x), 

16 If the roots are not distinct a Puiseux series may result. 
17 M. Greenspan, J. Acoust. Soc. Am. 28, 644 (1956). 

Sr = [-1 + (g, Kg)]/(g, ;~), (4.4) 

(g, ;lg) = -w/si , (4.5) 

where we have written S = s. + is;. Equation (4.5) 
states that (g, ~lg) ~ 0 for waves moving to the right 
and (g, ~Ig) ::; 0 for waves moving to the left. With 
(4.4) we have sr < 0 for waves moving to the right 
and sr > 0 for waves moving to the left. This is a 
basic feature of forced waves. 

We can in full generality focus attention only on 
waves moving to the right, and also take w > o. 
Defining 

z = x + iy = (1 + iw)/s, 

substituting for s in (4.4) and (4.5), and eliminating x, 
we find 

y = -w(g, ~~)(g, Kg)/[w2 + (g, Lg)2]. (4.6) 

From this it is clear that y ~ o. 
We now show that (g, ~lg) is bounded away from 

zero. For if (g, ~lg) = 0 then 

iw = (g, Kg) - 1 
implies 

w=o 
and 

g = a1'l"1 + a2'l"2 +"aa'l"a; 
i.e., g is composed of only the collisional invariants, 
and therefore (1 - K)g = O. The Boltzmann equation 
now becomes 

s~~ = 0, 
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COMPLEX {. PLANE 

(v.c,v) 

FIG. 1. Path of integration in the complex ~1 plane. 

which implies ai' i = 1,2, 3 are constant. These may 
be eliminated by linearization about an appropriate 
Maxwellian in the definition of g. 

We next show that (I + iw + s~), for w ± 0, does 
not vanish for plane waves. For on substituting from 
(4.4) and (4.5) 

I + iw + S~l = 1 + -1 + (g, Kg) ~l 
(g, ~lg) 

+ i[W - -W-~lJ. (4.7) 
(g, ~lg) 

And hence this expression can be zero only for g, such 
that (g, Kg) = O. But once K is nonnegative this 
implies that g belongs to the null space of K and for 
such a g, 

(1 + iw + S~l)g = O. 

This in turn implies that g = 0 except at the point 
~l = (g, ~lg) and hence (g, g) = I is violated. This 
proves our assertion. We may therefore form 

g = [1/(1 + iw + s~l)]Kg 
and from this 

1 = (g, [1 + IW + s~d Kg) = . . -1 f 1lg*Kg d~ 
1 + iw + S~l 

(4.8) 

The argument leading to (4.6) then states that wand 
S for plane waves stay to one side of the cut of the 
integral in (4.8). 

Finally, we demonstrate that, in order for (4.7) 
to be satisfied, w must be bounded. [Then (4.4) and 
(4.5) imply that s is also bounded.] Using (4.7) in (4.8), 
it is easily seen that as w ~ co 

f 1lg*Kg d~ 1 f 1lg*Kg d~ 
1 + iw + S~l "" iw 1 - ~l/(g, ~lg) , 

where the path of integration is shown in Fig. I. 
Therefore, using the Plemelj formula18 we see that if 
(g, ~~) is bounded as w ~ co, the integral is O(1/w) 
and if (g, ~~) is unbounded the integral also vanishes 
since (g, g) = 1. Hence in either case (4.8) is violated 
as w ~ co and therefore wand hence s must remain 
bounded for plane waves. 

18 In using the Plemelj formula we are assuming that g and Kg 
are, for example, Holder continuous. 

A similar discussion can be achieved by even more 
elementary means for the free-wave problem. 

The appearance of a cutoff in kinetic models for 
free-wave propagation was demonstrated in an 
earlier paper13 and more recently was demonstrated 
by Cercignani2 for the Krook equation for shear 
waves. 

5. ANALYTIC CONTINUATION OF THE 
DISPERSION RELATION AND HIGH­

FREQUENCY EXPANSIONS 

The solution to both the initial- and boundary­
value problems may be regarded as resulting from a 
normal mode analysis. Briefly, in this method one 
sums over the discrete modes and integrates over the 
continuum modes. For Boltzmann equations of the 
type considered in the previous section the discrete 
modes vanish at high frequencies and only the con­
tinuum modes remain. A more straightforward method 
of dealing with such problems is by means of trans­
forms. The two approaches are, of course, equivalent.19 

For certain purposes the latter method seems superior. 
To anticipate the results of this section we first show 
that the discrete modes have an analytic continuation 
past the critical frequency. This is important since the 
cutoff frequency of the equations of Sec. 4 are 
mathematical rather than physica1. 20 For example, the 
cutoff value of frequency for the Gross-Jackson type 
models increases with the index N in (4.1). The 
analytically continued mode furnishes an approxi­
mation of propagation speed and attenuation rate 
when a physical wave appears even though the theory 
excludes waves at such frequencies. It has been found 
for sound propagation that the analytic continuation 
is in excellent agreement with experiment. 6 

Since our only intention is to introduce the analytic 
continuation, we do so by means of the simplest 
problem. Consider the pure initial-value problem for 

(a a + ik~l + 1) g = PN(L + I)PNg = 4: anf3 mn'Y n' 
t m.n_N 

get = 0) = go(k). (5.1) 

This is just (4.1) for "monochromatic" initial data. 
Introducing the Laplace transform, we obtain 

(0' + ik~l + l)g = ! amf3mn'Yn + go(k), (5.2) 
m.n5N 

where the same letter has been used for the transformed 
dependent variable, and 0' for the transform variable. 
Taking 0' with a sufficiently large real part, we may 

'0 K. M. Case, Ann. Phys. (N.Y.) 7, 349 (1959). 
20 Plane wave cutoff very possibly may occur and a "physically 

correct" Boltzmann should predict it. The equations of Sec. 4, 
however, predict the onset of "cutoff" at too Iowa frequency. 



                                                                                                                                    

PLANE WAVE PROPAGATION IN KINETIC THEORY 893 

divide by (0' + ik;l + I) in (5.2) and form the 
moments 

ai = ('¥i' [0' + ik;l + I]-l[P.IV(L + I)PNg + go]). 

(5.3) 
Then introducing the following definitions, 

U i = ('¥i' {a + ik;l + 1 r1go), 

Cij = ('¥i' {a + ik;l + 1}-1 I fljn'¥n, i,j:::;; N 
nSN 0A) 

the solution for ai (i = I, N) is given by 

a = ~ r (1 - C)ue"t dO'. (5.5) 
2m Jt 

The arrow denotes the Bromwich path in the right 
half of the 0' plane. 21 

Each of the entries in the matrix C is of the form 

(1 + a)I p(!;),O d!; = AI p(!;),O. d!; , 
0' + 1 + S;l ). - 1;1 

}. = (1 + a)lis, (5.6) 

where pC!;) is a polynomial in !;. For generality we 
have introduced the complex wavenumber s. By 
straightforward manipulation, (5.6) may be reduced to 
a polynomial in A plus a polynomial in A multiplied by 

wave now actually exists in the theory-but for 
reasons mentioned earlier a plane wave may still 
physically exist. 

In practice there is a somewhat simpler method of 
solving the above problem. If we form the system 

('¥i' {a + iM1 + I}g) = ('¥i' PN(L + I)P.,\"g + go), 

i = I, N - 2, (5.8) 

this system of (N - 2) equations by a proper arrange­
ment of the '¥ i' will only contain ai for i = 1, N. 
Then, augmenting (5.8) by (5.3) for i = N - 1, N 
we have a determined system. The advantage to this 
mixed formulation is that the M function now occurs 
only in only two rows of the coefficient matrix of a. 

Using the analytic continuation we now obtain the 
high-frequency expansions for the roots of the dis­
persion relation. This is now carried out specifically 
for the Krook model (N = 3). 

(~ + ;11.-+ 1) g = '¥1('¥1, g) at ax 
+ '¥2('¥2' g) + '¥3('¥a, g). (5.9) 

Forming the matrix system according to the procedure 
already given we are then led to the consideration of 
the zeros of 

det (1 - C) = 0. 

(5.7) For (5.9) this can be shown to be13 

The explicit form of each Cij can be given,6 but this is 
of no interest here. The integral in (5.7) actually 
defines two functions M+ and M- for Re A > 0, 
Re A < 0, respectively. (This lies at the root of the 
cutoff shown in the last section.) On the other hand, 
in distorting the Bromwich path of (5.5), one makes 
use of the Cauchy integral theorem. This requires the 
analytic continuation of the integrand of (5.5) and 
hence of M.22 For example, in the above initial-value 
problem if k > 0, M- must be used in (5.5). In 
distorting the integration path to the left of Re 0' = 
-I (Re A < 0), M- must still be used; i.e., the analytic 
continuation of the function M- defined by (5.7). 
This yields the analytic continuation of the discrete 
spectra past the cutoff (i.e., in this case as k passes 
the critical wavenumber k c). It should be noted, 
however, that the last section proves that no plane 

21 The use of transforms for equations of the type (4.1) has been 
given a mathematically rigorous basis in the following: L. Sirovich 
and J. K. Thurber, Quart. Appl. Math. (to be published). 

22 Since this also requires the analytic continuation of u, this step 
cannot be accomplished unless go is analytic. It is felt that this 
difficulty is mathematical rather than physical. One should be able 
to overcome this by approximating the data by analytic data 
(polynomials, for example). In Ref. 21 it is shown that the initial 
value is well posed for kinetic models, and the above remarks 
therefore follow. 

o = 1 + j [}.3(M - 1) + 11M _ 2AM + 5AJ 
s 6 6}. 3 6 

_ ! [2M2 _ 2M(M - 1) 
S2 31.2 3 

+ A,2(M - 1) _ 2M + IJ 
3 3 

+ i.. [_ 2M(M - 1) + }'(M - 1) + ~. (5.10) 
S3 3}' 6 6 J 

The function M can be shown to be given by6 

M± = ±<l7T)!}.e).2/2[1 T 1>(}.1..)2)], Re}. ~ 0, 

where 

(
2)t rd2 2 

if>(x) = ~ Jo e-t 
/2 dt (5.11) 

is the error function. 
The asymptotic expansions are easily found to be 

1 1 ·3 
M±(}.) = 1 - }.2 + 7 T .. " larg AI < !7T, 

M±(A) = (-)!±t(27T)tAe),2j2 + 1 - 1. + ~ T ... 
A2 A4 ' 

t7T < larg AI < i7T. (5.12) 
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It should be noted that the rays 

arg A = ±!1T 

are Stokes lines for M. 
From (5.11) and (5.10) we see that A bounded implies 

that s and a are bounded. To find high-frequency 
roots we therefore restrict attention to large A. Due to 
the nature of the asymptotics this must be carried out 
in three regions, 

I. larg AI < !1T: Substituting (5.12) into (5.10) and 
solving the cubic we find 

(5.13) 

Solving for the free wave roots 

a"""-' _k2, 

a"""-' ±(!)lik - k 2, (5.14) 

and for the forced wave roots 

s"""-' ±(iw)l(l + iw), 

s"""-' ±(I)liw(l + 2iw). (5.15) 

By inspection we see that these are the low-frequency 
or Chapman-Enskog expansions7 and we do not 
pursue these further. 

II. larg AI """-' !1T. The previous discussion showed 
that no high-frequency roots lie along rays such that 
larg AI < !1T. There are, however, roots in the neigh­
borhood of larg AI = !1T as A ~ 00. The analysis in 
this case is tedious and we consider instead the fol­
lowing model,23 

(:t + el o~ + 1) g = 'f"t('Y1 , g). (5.16) 

The dispersion relation for this model is easily found 
to be 

s = -iM/A. (5.17) 

It is sufficient to consider the ray arg A = !1T, and the 
function M+. Then along this ray 

A, = pei (311/4), 

p = IA,I· 

Substituting into (5.17) and using the appropriate 
asymptotic form of M+, we have 

is/(21T)l = e-i (P"/2) + 0(1/ p), (5.18) 

U An. extensive study of this model is to be found in Ref. 13. 
Since this model preserves (only) the continuity equation, it is 
referred to as the isosteric model. 

and therefore 

lis/(21T)11 = 1 + O(1/p). 

The free-wave roots are 

k """-' (21T)l, 

-Re a = 1m a"""-' 21Tnl, (5.19) 

with integers n ~ 00. This is relatively low-frequency 
propagation. For the forced-wave roots, on the other 
hand, we find 

(5.20) 
with w~ 00. 

The Krook model (5.9) has in addition to the above 
another set of qualitatively similar roots.13 

III. 1T > larg AI > !1T. For this region the expo­
nential is the dominant term in M. The solutions to 
the cubic in s [(5.10)] are (using M+), 

1 • 2 S = -i(21T) (tA,t)(l - 4/A,2)e;" /2 + O(e;" /2), (5.21) 

s = 4i(21T)l(1 + i)e;"2/2 + 0(e;"'/2) (5.22) 
A,2 A,2 A,6 ' 

s = (i/A) + O(l/A,B). (5.23) 

The last root [(5.23)] is seen to be of low frequency 
and therefore is of no interest in this discussion. To 
solve (5.21) and (5.22) we take logarithms, for example, 
for (5.21) to obtain 

2ln is = 2ln It(21T)1] + 8 In A + A,2 

+ 41Tin + 0(1/ A2). (5.24) 

The branches of the logarithm appear through the 
term 41Tin (n takes on integer values). The resulting 
equations may then be solved iteratively without 
difficulty. For free waves we find to lowest order in the 
real and imaginary part, 

an """-' -Ikl (In k2)l_ irin Ikl/(ln k2)1. (5.25) 

It is clear that ao is the continuation of the hydro­
dynamical diffusion root (since this must be real). 
Numerical estimates may be made which show that 
a ±l are the continuation of the hydrodynamical 
sound propagation roots. 

For the forced-wave problem we find 

s:"""-' _ ~ _ i(4n ± 1) 1T~. (5.26) 
(In w2)l 2 (In w 2)! 

Here we consider only the waves moving to the right. 
The complex wavenumber sri corresponds to the 
hydrodynamical diffusion and sl to the hydrodynami­
cal sound propagation. We see therefore that 

speed of sound """-' [In W2]!, 

attenuation rate"""-' Iwl/lln w2]l. 

(5.27) 

(5.28) 
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This is a marked contrast to the asymptotic behavior 
found by means of the Wang Chang-Uhlenbeck 
method, see Eqs. (3.9), (3.10). 

Although (5.26) results in particular from the 
Krook model, it holds with slight modification quite 
generally for models of the type (4.1). To see this 
recall the discussion in connection with (5.8). It was 
pointed out there that the dispersion relation is of 
degree 2 in the function M. Because of this one finds, 
as with (5.10), that there are only two high-frequency 
roots for TT ~ larg AI > !TT. With the exception of 
"cross section" constants these take the same form as 
(5.21), (5.22) and lead to results similar to (5.25), (5.26). 

The results contained in (5.25) and (5.26) can be 
used in a rough way to obtain a plot of speed and 
attenuation rate versus frequency. To do this, one 
plots the roots of the Navier-Stokes dispersion relation 
and the appropriate branches of (5.25) or (5.26) for all 
values of frequency. A patch of these two plots turns 
out to be in good agreement with experiment. 

6. LOW·FREQUENCY EXPANSIONS 

We now consider the nature of the formal power 
series expansions of O'(s) [or s(O')]. Our analysis is 
constructive and therefore, in order to avoid heavy 
analysis, we consider the following simplified mode123: 

[(a/at) + Ma/ax) + l]g = a1'1'1. (6.1) 

Taking the inner product of (6.1) with '1'1 = 1 we 
obtain 

f Od; 
al = al 0' + S~1 + 1 . (6.2) 

Carrying out the integration of ~2 and ~3 we are left 
with the dispersion relation [see (5.17)] 

f
ro e-,2/2 d, 

0' = A-I = M(A) - 1, (6.3) 
-00 A - i' 

where as in the last section 

A = (1 + O')/is. (6.4) 

As can be easily verified the function M satisfies 

dM/dA = (A + I/A)M - A. (6.5) 
Setting 

(6.6) 

and using (6.3) and (6.4) we find after some manip­
ulation 

(6.7) 

Further setting 
(6.8) 

we find 
2K2cp(dcp/dK) + Kcp2 = cp + 1. (6.9) 

Formally writing 

r=o 
and substituting we find 

r 

ar+1 = (r + l)~ar_iai. 
;=0 

(6.10) 

(6.11) 

For the isosteric model, only one discrete root exists,13 
and in fact cp = 0 = K satisfies (6.3). From (6.9) we see 
that cp = -1 for K = 0, so that ao = -1. An induc­
tion argument immediately yields that a2r > 0 and 
a2r+1 < O. Induction also shows that larl > r!, for 
r > 1. We therefore conclude that O'(s) [or s(O')] is not 
analytic at the origin. 

This last result provides an interesting contrast to 
the recent work of MacLennanS and Arseniev9 (an 
account of this is given in the review article of 
Guiraud24). They show for the rigid sphere Boltzmann 
equation that O'(s) [or s(O')] are analytic at the origin. 
Preliminary calculations indicate that analyticity 
hinges on the relative growths of 10' + s~11 and the 
collision frequency y(~) for large In The conjecture 
is that O'(s) is not analytic for 

lim y(~) ~ I~I", ex < 1, 

and that analyticity is obtained for ex = 1. The latter 
corresponds to the rigid sphere case. 

Note added in proof: Since submitting our paper for 
publication we have obtained a proof of the above 
conjecture. As a sidelight of this, one may show that, 
under requirements on the data, the Chapman­
Enskog expansion is divergent for ex < 1 and con­
vergent for ex = 1. These results will appear in a 
forthcoming paper. 

2. J. P. Guiraud, "Kinetic Theory and Rarefied Gas Dynamics," 
ONERA Rept. (1966); also to appear in Fifth Symposium on 
Rarefied Gas Dynamics (Academic Press Inc., New York, to be 
published). 
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Construction of the Irreducible Representations of SU4 
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The irreducible representations of SU. are explicitly constructed from those of SUB in the basis which 
is relevant for elementary particle physics. The technique seems to be applicable for the construction of the 
representations of SUn from those of SUn_1 for any n. 

1. INTRODUCTION 

TWO of the crucial steps in the postwar development 
of strong interaction physics were: (i) the realiza­

tion that strong interactions are characterized by the 
conservation (additive) of a new quantum number, 
and (ii) that the latter could be explained by the in­
variance of the interaction involved under a group 
larger than the isotopic rotation group. An in variance 
group makes more predictions than a conserved 
quantum number, and the group SUa has turned out 
to be suitable for describing strong interaction 
symmetries. 

If there exists a shorter-range interaction of suffi­
cient strength, or indeed an entire hierarchy of inter­
actions of increasingly smaller range, it may be 
expected to reveal itself with the increase in available 
particle energies. In fact, this question will become 
urgent fairly soon, when the new generation of par­
ticle accelerators goes into action. Should such inter­
actions be discovered, newer quantum numbers and 
larger symmetry schemes may be required to accom­
modate the data of experiments at higher energies. 
If, at the first stage, only one new quantum number 
is required, the choice narrows down to the Lie groups 
of rank 3. 

Among the Lie groups of rank 3 the group SU4 

occupies a special position in view of the physical 
requirement that in any higher symmetry scheme the 
SUs-quantum numbers should remain well defined l : 

The states within any irreducible representation of 
SU4 can be characterized by the SUs quantum numbers 
(A,u) YIK in current use, plus only one new quantum 
number, which would correspond to the conserved 
quantity in "suprastrong" interactions. The relation­
ship of SU4 to SUa is, in this sense, the same as that 
of SUa to SU2 , the isotopic rotation group. Moreover, 

* Present address: Department of Physics, University ofWiscon­
sin-Milwaukee, Milwaukee, Wisconsin. 

1 SU. symmetry in elementary particles has been considered by 
several authors. See, for example, P. Tarjanne and V. L. Teplitz, 
Phys. Rev. Letters 11, 447 (1963); P. Tarjanne, Phys. Rev. 136, 
BI532 (1964); J. P. Antoine, D. Speiser, and R. J. Oakes, Phys. 
Rev. 141, 1542 (1966). 

the same relationship holds for any SUn relative to 
SUn_I. Thus the hierarchy of interactions giving rise 
to the fewest quantum numbers would correspond to 
a chain of unitary symmetries. 

Physical states of a symmetric system can be classi­
fied according to representations of the symmetry 
group, and, within each irreducible representation, by 
the physically relevant quantum numbers. The con­
struction of the irreducible representations of a sym­
metry group in the basis formed by the physical 
quantum numbers is therefore a problem of con­
siderable practical significance.2 In the present paper 
we solve this problem for SU4 for possible application 
to elementary-particle physics. We take as our basic 
datum the known representations of SUa, and 
endeavor to explain the technique in sufficient detail 
to allow calculation of the representations of any 
SUn from those of SUn_I. It is worth stating that 
no further information is required for these calcula­
tions; in particular, the Wigner-Eckart factorizations 
which are required in the work may be performed 
ab initio, as the normalizations of the Clebsch-Gordan 
coefficients involved are not relevant. 

2. LIE ALGEBRA OF SUa AND ITS 
IRREDUCmLE REPRESENTATIONS 

In the present section we fix some notations and 
quote some known formulas for SUa for subsequent 
use. None of the finer points in the derivation of these 
formulas will be mentioned, as all of them reappear 
in our calculations for SU4 • 

The eight operators which form the. Lie algebra of 
SUa may be taken as Y, I±, 10' U±, and V±, with the 

• The quantum numbers dictated by physical considerations do 
not necessarily form a complete set, as for example in the appli­
cation of SUa to nuclear physics. This may give rise to a host of 
complex problems. See, for example, G. Racah, in Group-Theoretical 
Concepts and Methods in Elementary Particle Physics, F. Giirsey, 
Ed. (Gordon and Breach Science Publishers, New York, 1964), 
pp. 31-36; H. Goldberg, "Thea;-content of Nuclei According to the 
Shell Model," thesis, Jerusalem (1961); R. N. Sen, "Construction 
of the Irreducible Representations of SU., thesis, Jerusalem (1963); 
V. Bargmann and M. Moshinsky, Nucl. Phys. 18, 697 (1960); 23 
177 (1961). ' 

896 



                                                                                                                                    

IRREDUCIBLE REPRESENTATIONS OF SU4 897 

commutation relations: 

[10 , Ix] = ±I± '} 
[1+, L] = 210 , 

[Y, U±] = U±, } 

[Y, V±] = -V±. 

[10 , U±] = ±IU±,} 
[1+, U_] = U+, 

[L, U+] = U+. 

[10, V±] = ±IV±'} 
[4, V_] = V+, 

[L, V+] = v_. 
[V+, u+]: 1+, } 
[V_, U_] - -L. 

[U+, V_] = 10 + tv,} 
[U_, V+] = 10 - !Y. 

(Y + 1I + IK ± ! IU±I YIK) 

(2.1) 

(2.2) 

(2.3) 

(2.4) 

(2.5) 

(2.6) 

It is understood that all commutators which have 
not been written down are zero. Note that, apart from 
the operators 10 , Ix, Y which form the Lie algebra 
of its U2 subgroup, the group SU 3 contains two sets of 
infinitesimal operators which transform as tensors 
of rank I under the isospin group 10 , 4. 

An irreducible representation of S Us is characterized 
by two positive integers (}.,u); the corresponding 
Young diagram has row lengths}. + ,u and,u. Within 
an irreducible representation a complete labeling of 
the states is accomplished by the numbers Y, K, and I, 
where Y and K are, respectively, the eigenvalues of 

Y and 10 , and I(I + 1) is the eigenvalue of 12. In this 
scheme the operators Y and 10 are diagonal and the 
nonvanishing matrix elements of Ix are given by the 
well-known formulas 

(YIK ± IIIxI YIK) = [(I T K)(I ± K + I)]!. (2.7) 

The nonvanishing matrix elements of U± ares 

= !{(I ± K + 1)(4)' + 2,u - 3Y - 6I)(3Y + 61 + 2}. - 2,u + 6)(3Y + 61 + 2)" + 4,u + 12)}! (2.8a) 
6 6(21 + 1)(21 + 2) , 

(Y + 1I - !K ± IIU±1 YIK) 

= T !{(I T K)(4)' + 2,u - 3Y + 61 + 6)(2,u - 2)" - 3Y + 6I)(3Y - 61 + 2)" + 4,u + 6)}!. (2.8b) 
6 6 . 2I(21 + 1) 

Each of these matrix elements is the product of a Wigner coefficient4 and a reduced matrix element of U. 
We have chosen the phases of the latter to make all of them positive, and the signs in the right-hand sides 
of Eqs. (2.8a, b) come only from the Wigner coefficients. 

The matrices of U and V are related by the Hermiticity conditions (U+)t = V_, (U_)t = -V+. The non­
vanishing matrix elements of V ± are 

(Y - 1I + IK ± IIV±1 YIK) 

= _ !{(I ± K + 1)(4)' + 2,u - 3Y + 61 + 12)(2,u - 2)" - 3Y + 61 + 6)(3Y - 61 + 2)" + 4,u)}! (2.9a) 
6 6(21 + 1)(21 + 2) , 

(Y - 1I -!K ± t IV±I YIK) 

= T !{(I T K)(4)" + 2,u - 3Y - 61 + 6)(3Y + 61 + 2)" - 2,u)(3Y + 61 + 2)" + 4,u + 6)}!. (2.9b) 
6 6 . 2/(21 + 1) 

a Y. Lehrer (unpublished, ca. 1950); R. N. Sen, Ref. 2; G. Racah. 
Ref. 2; G. E. Baird and L. C, Biedenharn, 1. Math. Phys. 4,1449 
(1963). 

, In this paper we use the term "Wigner coefficient" to denote 
the Clebsch-Gordan coefficient for the three-dimensional rotation 
group; the term "Clebsch-Gordan coefficient" itself refers only to 
other groups, e.g., SUa. 
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3. TENSOR OPERATORS UNDER SUs and (01) under SUs; more precisely 

It is obvious that a set of quantities T~jk can be 
said to form a "tensor operator" of the type (A,u) 
under SUs if they satisfy the commutation relations 

where 

(3.1a) 

(3.1b) 

(3.1 c) 

(3.1d) 

(3.1e) 

a± = (A,u Y + 1I + tK ± t IU±I A,u YIK), (3.2a) 

h± = (A,uY + 1I - iK ± t IU±I A,uYIK), (3.2b) 

c± = (A,u Y - 1I + tK ± t IV ±I A,u YIK), (3.2c) 

d± = (A,u Y - 1I - tK ± t IV ±I A,u YIK). (3.2d) 

Owing to the fact that in the decomposition of the 
direct product of two arbitrary irreducible represen­
tations of SUs many representations occur with 
multiplicities greater than unity, the systematic de­
velopment of a tensor algebra for SUs is not as 
straightforward as for the three-dimensional rotation 
group. However, we are only interested in the repre­
sentations (10) and (Ol) of SUs, the direct products 
with which decompose as 

(A,u) X (10) = (A + l,u) + (A - l,u + 1) + (Aft - 1), 

(3.3) 

(A,u) X (01) = (A - l,u) + (A + l,u - 1) + (A,u + 1). 

(3.4) 

It is therefore clear that the Wigner-Eckart theorem 
can be stated for tensors T(lO) and T(Ol) under SUs 
exactly as for the three-dimensional rotation group. 
Therefore, in considering matrix elements, the selec­
tion rules on the SUs quantum numbers (A,u) for 
these tensors are those which are implied by Eqs. 
(3.3) and (3.4). 

4. LIE ALGEBRA OF SU4 

It can be easily verified from the vector diagram of 
SU4 that the Lie algebra of SU4 consists of: 

(a) the operators Y, 10 , I±, U±, and V± of SUa; 
(b) an operator Q which commutes with all the 

above; 
(c) two sets of operators (Xo, X±) and (Zo, Z±) 

which transform, respectively, as tensors of types (10) 

X - T(lO) X - T(lO) 
o - -J.o.o' ± - t.-A-.±l' 

Z - T(Ol) Z - T(Ol) 
0- J.o.o' ± - -l.l.±l' 

(4.1) 

(4.2) 

where the subscripts stand for the Y, I, and K indices, 
in that order. The commutators of X and Z with the 
SUa operators can be read off from the above defini­
tions, in conjunction with Eqs. (2.8), (2.9), (2.10), 
and (3.2). The remaining nonvanishing commutators 
are 

[Q, Xo] = XO , [Q, X±] = X±, (4.3) 

[Q, Zo] = Zo, [Q, Z±] = Z±; (4.4) 

(i.e., in a scheme in which Q is diagonal, the operators 
X increase the eigenvalue of Q by 1, and the operators 
Z decrease the eigenvalue of Q by 1). 

and furthermore 

[Zo, X+] = -!U+, 

[Zo, X-] = !U_, 

[Xo, Z+] = -tV+, 

[Xo, Z_] = -!V_, 

[X+, Z+] = tl+, 

[X_, Z_] = -lL, 

(4.5a) 

(4.5b) 

(4.5c) 

(4.5d) 

(4.5e) 

(4.5f) 

[Xo, Zo] = l-Y - iQ, (4.6a) 

[Z+, X_] = -Uo - /6 Y - iQ, (4.6b) 

[Z_, X+] = -Uo + /6 Y + iQ. (4.6c) 

We write down explicitly a few of the commutation 
relations implied by (4.1) and (4.2), as we use them 
extensively in the following: 

[V±, Xo] = 0, 

[U±, Xo] = X±, 

[U±, Zo] = 0, 

[V±, Zo] = -Z±. 

(4.7a) 

(4.7b) 

(4.7c) 

(4.7d) 

Finally, we give for reference the vector diagram of 
SU4 and the identifications. The diagram is composed 
of the 12 vectors ±a, ±(3, ±y, ±A, ±fL, ±v, where 

a = (1/~3, 0, 0), (3 = (1/2~3, 1/2,0), 
y = (l/2~3, - 1/2,0), A = (0, 1/3, -~2/3), 

fL = (1/2~3, - 1/6, -~2f3), 
v = (1/2J3, 1/6, J2/3). 

The identifications are 

10 = ~3Hl' Y = 2H2 , Q = (3/~2)Ha, I± = 2~2E±(1' 
U+ = 2~2E(3' U_ = 2~2E_y, V+ = 2J2Ey, 

V_ = 2~2E_(3' X+ = -E-v' X_ = E_ .. , Xo = E_A , 

Z+=E .. ,Z_=~,Zo= -~. 
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5. BASIS FOR THE REPRESENTATIONS 
OF SU, 

As SU, is a IS-parameter group of rank 3, six 
quantum numbers are required (by Racah's theorem5) 

to characterize the states within an irreducible repre­
sentation (fgh) (f, g, h are the projections of the 
highest weight along the fundamental dominant 
weights; row lengths of the corresponding Young 
diagram are f + g + h, g + h, h). If we first restrict 
SU, to U3 we obtain the quantum numbers Q(Aft); 
subsequent characterization of the states within the 
(Aft)-representation of SU3 gives the usual quantum 
numbers Y, I, and K, thus completing the set. We 
write an SU, state within the (fgh) representation as 
I QAft YIK), omitting the numbers f, g, and h unless 
they are required for clarity. 

6. SELECTION RULES AND THE 
NONVANISHING MATRIX ELEMENTS 

OF SU, GENERATORS 

In the above basis the matrix elements of the SUa 
operators are as earlier, and the operator Q is diag­
onal. Thus only the matrix elements of X and Z have 
to be calculated. From the various selection rules it 
is easily seen that there are 30 different nonvanishing 
matrix elements of Xo , ~ , Zo, and Z± . For instance, 
those of Xo and X+ are 

(Q + lA + 1ft Y - ilK IXol QAft YIK), 

(Q + lA - 1ft + 1 Y - ilK IXol QAft YIK), 

(Q + Uft - IY - ilKIXol QAft YIK), 

(Q + U + 1ftY + il ± tK + t IX+I QAftYIK), 

(Q + U - 1ft + 1 Y + il ± iK + ilX+1 QAft Y1K), 

(Q + lAft - 1 Y + i I ± t K + i IX+I Q).ft YIK). 

The Wigner-Eckart theorem factorizes these 30 quan­
tities into six reduced matrix elements, which do not 
involve Y, I, and K, and the SU3 Clebsch-Gordan 
coefficients of the reduction of (Aft) x (10) and 
(Aft) x (01). (The latter can again be factorized into 
a so-called isoscalar factor and a Wigner coefficient.) 
While the coefficients involved can undoubtedly be 
picked up from the literature, it is simple and in­
structive to carry out the Wigner-Eckart factorization 
ab initio. This is our first step. 

7. FACTORIZATION OF THE 
NONV ANISHING MATRIX ELEMENTS 

Let us start with Xo. We take the matrix element of 
the commutator [V + , Xo] = 0 between the state 

• G. Racah, Rend. Lincei 8, 108 (1950); in Proceedings of the 
International Congress of Mathematicians (American Mathematical 
Society, Providence, R.I., 1950), Vol. II, p. 467. 

(Q + lA + 1/-t Y - i I + t K + il on the left and the 
state I QAP, YIK) on the right. This gives 

(Q + lA + 1p,Y - !- 1+ t K + t 
IV+I Q + U + Ip,Y - ilK) 

x (Q + lA + 1,u Y - ilK IXol Q).p, YIK) 

= (Q + 1), + 1p,Y -!-I + iK + t 
IXol Q).ft Y - 1/ + tK + t) 

x (Q)./-t Y - 11 + t K + i IV +1 Q).p, YIK). 

Substituting the matrix elements of y~ and cancelling 
common factors, we have 

(4A + 2/-t - 3 Y+ 61 + 18)! 

or 

x (Q + lA + 1ft Y - ilK IXol Q).,ft YIK) 

= (4)" + 2p, - 3 Y + 61 + 12)!(Q + U + Ip, 

Y - i I + t K + t IXol Q).,p, Y - 11 + t K + t) 

(Q + 1). + Ip, Y - i I + ! K + ! IXol Q).p, 

= 

Y - 11 + !K+ t) 
(4), + 2p, - 3 Y + 61 + IS)! 

(Q + U + IftY - ilK IXol Q).,/-tYIK) 

(4)" + 2ft - 3Y + 61 + 12)! 

Since the matrix elements of Xo must be independent 
of K, this is a relation of the type 

!'(Q)./-t, Y - 1/ + t) = !'(Q),,u, Y/), 

which means that f' is a function of 3 Y + 61; thus 

(4), + 2p, - 3 Y + 61 + 12)-* (Q + lA + Ip, Y - i 
IK IXol Q).p, YIK) = j'(Q).p" 3 Y + 6/). (7.1) 

Note that f' cannot be a function of Yor of 1 alone, 
except a constant. 

Next, consider the matrix element 

(Q + U + 1p,Y - il - iK + i 
1 [V + , Xoll Q).,u YIK) = O. 

Exactly as above, this gives us the relation 

(4)., + 2p, - 3 Y - 61 + 6)-! 

or 

X (Q + 1). + 1/-t Y - ilK IXol Q).,/-t YIK) 

= (4)" + 2p, - 3 Y - 61 + 12)-i(Q + U + Ip, 

Y - i 1 - t K. + i IXol Q).,p, Y - 11 - i K + t) 

(4)" + 2ft - 3 Y - 61 + 6)-* (Q + U + Ip, Y - i 
IK IXol QJ...p, YIK) = q;'(Q).p" 3 Y - 61). (7.2) 

Now, multiply (7.1) by (4)" + 2/-t - 3 Y - 61 + 6)-!, 
(7.2) by (4), + 2,u - 3Y + 61 + 12)-i, write the 
resulting right-hand sides as f(QJ...,u, 3 Y + 6I) and 
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q;(Q)./l, 3 Y - 61) respectively, and then compare the 
resulting equations. This gives 

where the reduced matrix element is independent of 
Yandl. 

[(4). + 2/l - 3 Y - 61 + 6) 

X (4), + 2/l - 3Y + 61 + 12)]-1 

X (Q + U + I/lY - ilKIXu! Q)./lYIK) 

= j(Q)./l, 3 Y + 61) = q;(Q)./l, 3 Y - 61), (7.3) 

which means that the left-hand side is independent of 
Y and 1. Thus we can write 

(Q + U + I/l Y - ilK IXo\ Q)./l YIK) 

= [(4), + 2/l - 3 Y - 61 + 6) 

X (4), + 2/l - 3Y + 61 + 12)]1 

X (Q + 1). + I/l IIXII Q)./l), (7.4) 

(Q + U + t/l Y - ilK IXo\ Q)./lYIK) 

It is now a simple matter to use the commutator 
[U+, Xo] = X+ to obtain expressions for the matrix 
elements ( ... ). + I/l' .. \X+\ ... )./l ... ) in terms of 
the reduced matrix element defined by (7.4) and known 
coefficients. The commutator [L, X+] = X_ can be 
used to relate the matrix elements of X_ to those of 
X+, but in this case it is simpler to replace the Wigner 
coefficients by looking at tables. Similar calculations 
can be performed for all other matrix elements 

( ... ). -: I/l + I ... IXI ... )./l ... ) 
A/l - 1 

of X, and those of Zo, Z±. The final results are as 
follows: 

= [(4), + 2/l - 3Y - 61 + 6)(4). + 2/l - 3Y + 61 + 12)]1(Q + U + t/l IIxll Q)./l), (7.5a) 

(Q + U + t/l Y + II + lK ± ll~1 Q)./lYIK) 

= {(I ± K + tX3Y + 61 + 2), - 2/l + 6)(3Y + 61 + 2), + 4/l + 12)(4), + 2/l - 3Y + 61 + 12)}! 

6(21 + 1)(21 + 2) 
X (Q + U + t/l IIXII Q).p), (7.5b) 

(Q + U + t/l Y + II -1 K ± llX±1 Q)./lYIK) 

= =t= {(I =t= K)(2/l - 2). - 3Y + 61 + 6)(3Y - 61 + 2). + 4/l + 6)(4..t + 2/l - 3Y - 61 + 6)\1 

6 . 21(21 + 1) J 
x (Q + U + tIl IIXII Q..t/l). (7.5c) 

(Q + U - I/l + 1 Y - ilK IXo! Q)./lYIK) 

= [(3Y + 61 + 2). - 2/l)(2/l - 2), - 3Y + 61 + 6)]1(Q + U - 1/l + 1 II XII Q)./l), (7.6a) 

(Q + U - t/l + lY + 11 + tK ±! IX±I Q..t/lYIK) 

= _{(I ± K + 1)(4), + 2/l - 3Y - 61)(3Y + 61 + 2). + 4/l + 12)(2/l - 2). - 3Y + 61 + 6)}1 

6(21 + 1)(21 + 2) 
x (Q + U - 1/l IIXII Q)./l), (7.6b) 

(Q + U - 1/l + 1Y + iI - iK ± i I~I Q)./lYIK) 

= {(I =t= K)(4). + 2/l - 3Y + 61 + 6)(3Y - 61 + 2A + 4/l + 6)(3Y + 61 + 2;' - 2/l)}! 
=t= 6 . 21(21 + 1) 

x (Q + U - I/l + 1 IIXII QA/l). (7.6c) 
(Q + Up- lY - ilK IXoI Q)./lYIK) 

= [(3Y - 61 + 2A + 4/l)(3Y + 61 + 2). + 4/l + 6)]1(Q + U/l - 1 IIXII Q)./l), (7.7a) 

(Q + U/l - 1Y + 1I + iK ± t I~I QA/lYIK) 

= _{(I ± K + 1)(4), + 2/l - 3Y - 6I)(3Y + 61 + 2A - 2/l + 6)(3Y - 6l + 2). + 4/l)}1 

6(21 + 1)(2/ + 2) 
X (Q + lA/l - 1 IIXI! Q;'/l), (7.7b) 

(Q + Up- lY +!I -i K ± i I~I Q)./lYIK) 

= {(I =t= K)(2/l - 2), - 3Y + 6IX3Y + 61 + 2), + 4/l + 6)(4), + 2/l - 3Y + 61 + 6)}1 
± 6 . 2/(21 + 1) 

x (Q + U/l - 1 IIXII Q)./l). (7.7c) 
(Q - 1..1. - t/l Y + ilK IZoI Q;'/lYIK) 

= [(4), + 2p - 3Y - 6I)(4,l + 2/l - 3Y + 61 + 6)Jt(Q - U - 1/l IIZII Q..l./l), (7.8a) 
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(Q - U - l,u Y - il + i K ± t IZ±I QA,uYIK) 

= _{(I ± K + 1)(2,u - 2A - 3Y + 61 + 6)(3Y - 61 + 2A + 4,u)(4A + 2,u - 3Y - 6/)}1 

6(21 + 1)(21 + 2) 

X (Q - lA - l,u IIZII QA,u), (7.Sb) 
(Q - U - l,u Y - tI - t K ± t IZ±I QA,uYIK) 

= {(I T K)(3Y + 61 + 2A - 2,u)(3Y + 61 + 2A + 4,u + 6)(4A + 2,u - 3Y + 61 + 6)}1 
T 6 . 21(21 + 1) 

X (Q - lA - l,u IIZII QA,u). (7.Sc) 

(Q - lA + l,u - IY + ilK IZol QA,uYIK) 

= [(3Y + 61 + 2A - 2,u + 6)(2,u - 2A - 3Y + 6I)]~(Q - U + l,u - ll1ZI1 QA,u), (7.9a) 

(Q - 1 A + l,u - I Y - tI + i K ± i IZ±I QA,u YI K) 

= _{(I ± K + 1)(4A + 2,u - 3Y + 61 + 12)(3Y - 61 + 2A + 4p)(3Y + 61 + 2A - 2p + 6)}1 
6(21 + 1)(21 + 2) 

X (Q - lA + 1,u - 1 IIZII QAp), (7.9b) 
(Q - U + l,u - 1 Y - i 1 - t K ± i IZ±I QA,uYIK) 

= ±{(I T K)(4A + 2p - 3Y - 61 + 6)(3Y + 61 + 2A + 4p + 6)(2p - 2A - 3Y + 6I)}1 
6·21(21 + 1) 

X (Q - lA + 1p - 1 IIZII QAp). (7.9c) 

(Q - lA,u + lY + ilK IZol QA,uYIK) 

= [(3Y + 61 + 2A + 4,u + 12)(3Y - 6l + 2A + 4,u + 6)]!(Q - lA,u + I IIZII QA,u), (7.10a) 

(Q - IA,u + 1 Y - i I + i K ± i I Z±I QA,u Y I K) 

= {(I ± K + 1)(4A + 2,u - 3Y + 61 + 12)(2,u - 2A - 3Y + 6l + 6)(3Y + 61 + 2A + 4,u + 12)}1 
6(21 + 1)(21 + 2) 

X (Q - lA,u + 1 IIZII QA,u), (7. lOb) 
(Q - 1A,u + lY - tI - t K ± t IZ±I QA,uYIK) 

= ±f(I T K)(4A + 2,u - 3Y - 61 + 6)(3Y + 61 + 2A - 2p)(3Y - 61 + 2A + 4p + 6)}1 
l 6·21(21 + 1) 

8. CALCULATION OF THE REDUCED 
MATRIX ELEMENTS 

The Wigner-Eckart factorization of the matrix 
elements of X and Z effected in the last section means 
that we have satisfied all the commutation relations 
of the X and the Z with the SUa operators. We are 
then left with six reduced matrix elements to calculate, 
and in order to do this we must utilize the commu­
tators of the X and the Z among each other. This 
computation is simplified if we make the most of 
homogeneous equations between the matrix elements, 
and, among the latter, of those equations which 
contain the smallest number of summands (i.e., the 
"stretched" cases). 

Let us take the commutator [Xo, Zo] = 0 and 
consider its matrix element 

X (Q - lA,u + 1 IIZII QA,u). (7.1Oc) 

Here we can drop the labels 1 and K, as Xo and Zo 
are both 1 scalars. The above quickly leads to the 
equation 

(QA,u IIXII Q - lA - l,u) 

X (Q - IA - l,u IIZII QA - l,u - 1) 

= (QA,u IIZII Q + lA,u - 1) 
X (Q + 1A,u - 1 IIXII QA - Ip - 1). (S.I) 

Next, we attempt to obtain an equation with one 
term on each side which contains 

(Q - lA - Ip IIXII QA - Ip - 1) 

X (QA - l,u - 1 IIXII Q - IA - Ip) 

on one side, and 

(QAp IIXII Q + lAp - 1)(Q + lAp - 1 IIXII QAp) 
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on the other. To do this we choose the commutator 

[XO, X+l = 0 
and take its matrix elements between the two states 
with the largest Q difference which occurs in (8.1), 
i.e., between Q + 1 Aft - I and Q - 1 A - I ft, with 
appropriate values of Y, I, and K. Each term in the 
commutator now splits into a sum of two terms. 
Introducing the expressions for the reduced matrix 
elements, cancelling common factors and combining 
terms, we find that Yand I disappear from the coeffi­
cients, and we are left with the equation 

(A + ft + 2)(Q + Uft - I IIXII QAft) 

X (QAft IIXII Q - U - 1ft) 

= (A + ft)(Q + Uft - 1 IIXII QA - 1ft - 1) 

X (QA - 1ft - 1 IIXII Q - U - 1ft). (8.2) 

Now we multiply the left-hand side of (8.1) with the 
right-hand side of (8.2), and conversely, and cancel 
common factors. Then we are left with the equation 

(A + ft)(Q - U - 1ft IIZII QA - 1ft - 1) 

X (QA - 1ft - 1 IIXII Q - U - 1ft) 

= (A + ft + 2)(QAft IIZII Q + lAft - 1) 

X (Q + Uft - 1 IIXII QAft). (8.3) 
Writing 

(QAft IIZII Q + Uft - 1)(Q + Uft - 1 IIXII QAft) 

= A(QAft) (8.4) 

and multiplying both sides of (8.3) by (A + ft + 1), 
we have 

(A + ft)(A + ft + I)A(Q - U - 1ft) 
= (A + ft + I)(A + ft + 2)A(QAft), 

which gives at once 

A(QA ) - - a'(Q - A, ft) (8 5) 
ft - (A + ft + I)(A + ft + 2) , . 

where a' is a function of the two variables Q - A and 
ft, and the minus sign is introduced for convenience. 
Equation (8.5) reduces the quantity A, which is a 
function of three variables, to a function of two 
variables. We can reduce it further to a function of a 
single variable. In order to do this systematically, it 
is useful to prepare a list of all independent equations 
corresponding to "stretched" cases which can be 
derived from the commutator [xo, Zo] = O. This list 
(omitting all irrelevant indices and quantum numbers) 
can be represented as 

(Aft IXZI A - 1ft - 1) ~ (Aft IXI A - 1ft) ) 

X (A - 1ft IZI A - 1ft - 1) 

(Aft IZXI A - 1ft - 1) ~ (Aft IZI Aft - 1) 

X (Aft - 1 IXI A - 1ft - 1) 

, (8.6a) 

(Aft IXZI A + 1ft - 2) 

~ (Aft IXI A + 1ft - 1) 

X (A + 1ft - 1 IZI A + 1ft - 2) 

(Aft IZXI A + 1ft - 2) 

~ (Aft IZI Aft - I) 

x (Aft - I IXI A + 1ft - 2) 

(Aft IXZI A - 2 ft + 1) ~ (Aft IXI A - 1ft) 

x (A - 1ft IZI A - 2 ft + 1) 

(Aft IZXI A - 2 ft + 1) 

~ (Aft IZI A - 1ft + 1) 

x (A - 1ft + 1 IXI A - 2 ft + 1) 

(Aft IXZI A - 1ft + 2) - (Aft IXI Aft + 1) 

x (Aft + 1 IZI A - 1ft + 2) 

(Aft IZXI A - 1ft + 2) 

- (Aft IZI A - 1ft + 1) 

x (A - 1ft + 1 IXI A - 1ft + 2) 

(Aft IXZI A + 2 p, - 1) 

- (Aft IXI A + 1ft - 1) 

x (A + 1ft - 1 IZI A + 2 ft - 1) 

(Aft IZXI A + 2 ft - 1) - (Aft IZI A + 1ft) 

x (A + 1ft IXI A + 2 ft - 1) 

(S.6b) 

, (8.7a) 

, (8.7b) 

, (8.Sa) 

(Aft IXZI A + 1ft + 1) - (Aft IXI Aft + 1) ) 

x (Aft + 1 IZI A + 1ft + 1) 

(Aft IZXI A + 1ft + 1) - (Aft IZI A + 1ft) . 
(8.8b) 

x (A + 1ft IXI A + 1ft + 1) 

Each of these six sets gives one equation. Furthermore, 
corresponding sets (a) and (b) are related by the fact 
that the same matrix elements of Z occur in both. If 
we apply the process which we used to derive Eq. 
(8.5) to two corresponding sets, we obtain two dif­
ferent equations for the same function; one of these 
equations allows us to reduce the number of variables 
from three to two, and subsequently the other from 
two to one. For example, from the set (8.6b), pro­
ceeding exactly as we did in order to derive Eq. (8.5) 
we obtain the relation 

(p, - I)A(Q - U + 1ft - 1) = (ft + I)A(QAft). 

(8.9) 

Introducing (8.5) into the above and multiplying both 
sides by ft, we obtain 

ft{p. - l)a'(Q - A - 2, ft - 1) 

= (p. + l)fta'(Q - A, ft) 

= a(Q - A - 2ft), 
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i.e., 
a'(Q - A, ft) = a(Q - A - 2ft)fft{p, + 1) 

or 

a(Q - A - 2ft) 
A(QAft) = - ft{p, + 1)(1. + ft + 1)(1. + ft + 2) 

(8.10) 

In the same way, we obtain from the sets (S.7a, b): 

(QAp. IIZII Q + 11. - Ip. + 1) 
x (Q + 11. - 1p. + 1 IIXII QAp.) 

_ B(QA ) - _ b(Q - A + p.) (S 11) 
- P. - 1.(1. + 1){p, + 1)(p. + 2) , . 

and from the sets (8.Sa, b): 

(QAft liZ!! Q + U + Ip.)(Q + U + Ip.!IX!! QAp.) 

c(Q + 21. + p.) 
= c(QAp.) = - (A + 1)(1. + 2)(1. + P. + 2)(1. + p. + 3) 

(S.12) 

Thus we have almost reduced the problem to that 
of determining three functions, each of one variable 
only. 

We have now exhausted all useful information we 
can obtain from off-diagonal matrix elements, and 
for the next step we must consider nonvanishing 
diagonal elements. It suffices to take the simplest of 
the commutators (4.6), namely (4.6a): 

[Xo, Zo] = iY - l-Q. 
The diagonal matrix element of this commutator 
provides the equation 

° = iQ - 4Jg(X + y) + (p + q - x)(p + q - y + 6) 

x C(Q - U - 1ft) + (x + p + 6)(-y - p) 

x B(Q - U + 1p. - 1) + (y + q + 6) 

x (x + q + 12)A(Q - U,u + 1) 

- (p + q - x + 6)(P + q - y + 12)C(QAft) 

-(x + p)(-y - p + 6)B(QA,u) - (x + q + 6) 

x (y + q)A(QAp.), (S.13) 

where we have written, for convenience, 

der = 0. Written out in full, these equations are, 
respectively, 

C(Q - U - 1p.) - B(Q - U + l,u - 1) 

+ A(Q - U,u + 1) - C(QA,u) + B(QAP.) 

- A(QAp.) = 0; (8.15) 

-(p + q + 6)C(Q - U - 1,u) 

- pB(Q - 11. + l,u - 1) + (q + 6) 

x A(Q - Up. + 1) + (p + q + 12)c(QAp.) 

+ (p - 6)B(QA,u)-qA(QA,u) = 418; (S.16) 

-(p + q)C(Q - U - 1ft) - (p + 6) 

x B(Q - U + l,u - 1) + (q + 12) 

x A(Q - Up. + 1) + (p + q + 6)C(QAP.) 

+ pB(QA,u) - (q + 6)A(QA,u) = is; (8.17) 

(p + q)(p + q + 6)C(Q - U - l,u) - pCp + 6) 

x B(Q - U + 1,u - 1) + (q + 6)(q + 12) 

x A(Q - U,u + I) - (p + q + 6)(p + q + 12) 

x c(QA,u) + pep - 6)B(QAp.) - q(q + 6) 

x A(QA,u) = -iQ. (8.18) 

Note that the equation obtained by subtracting (8.17) 
from (8.16) is identical with (8.15). 

Let us write Eq. (8. I 5) in terms of A, ,u, and the 
functions a, b, and c, and eliminate all factors from 
the denominators. It becomes 

A(A + 1)(1. + 2)(p. + 2)(1. + p. + 3)a(Q - A - 2,u) 

- A(A + 1)(1. + 2)p.(A + P. + 1) 

x a(Q - l - 2,u - 3) - (l + 2)p.(l + P. + 1) 

x (l + p. + 2)(A + ,u + 3)b(Q - A + ,u) 

+ l{p, + 2)(l + P. + 1)(A + ,u + 2)(1. + P. + 3) 

x b(Q - A + ,u - 3) + AP.(,u + 1)(,u + 2) 

x (A + P. + l)c(Q + 21. + ,u) - (A + 2)p.(p. + 1) 

x (p. + 2)(A + It + 3)c(Q + 2A + ,u - 3) = O. 

(8.19) 
Set ,u = ° in the above. This gives 

2A(A + 1)(A + 2)(A + 3)a(Q - A) 

+ 2A(l + 1)(l + 2)(A + 3)b(Q - A - 3) = 0 
or 

2A - 2p. = p, 2A + 4ft = q,} 
3Y+6I=x, 3Y-6I=y. 

(S.14) i.e., 
a(x) = -b(x - 3), 

b(x) = -a(x + 3). 

Now A, B, and C are independent of x and y. Therefore 
the terms containing x and y must vanish for all 
values of x and y, so that the coefficients of x, y, and 

Next, set A = 0 in (8.19). This gives 

xy must vanish identically. Thus (S.13) actually gives or 
the following equations: (a) coeff. of xy = 0, (b) 
coeff. of x = 0, (c) coeff. of y = 0, and (d) remain-

b(Q + p.) + c(Q + p. - 3) = ° 
c(x) = -b(x + 3) 

= a(x + 6). 

(8.20) 

(8.21) 
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Thus the task of determining the three functions a, 
b, and c is reduced to that of determining a single 
function. 

Next, set A = J-l = 1 in (8.19) and introduce the 
relations (8.20) and (8.21). This gives 

a(Q + 9) - 5a(Q + 6) + 10a(Q + 3) 

- lOa(Q) + 5a(Q - 3) - a(Q - 6) = O. (8.22) 

Define 
~a(Q) = a(Q) - a(Q - 3). (8.23) 

Then (8.22) is 
~5a(Q) = 0, 

a simple linear difference equation of the fifth order, 
the solution of which involves five arbitrary constants. 

Eliminating c(QAJ-l) from Eqs. (8.16) and (8.17), 
setting A = J-l = 1 as before and using the relations 
(8.10)-(8.12), (8.20), and (8.21), we arrive at the 
equation 

~4a(Q + 6) = -1/12, (8.24) 

which gives us one constant of integration. However, 
we can proceed further. Setting A = J-l = 1 in (8.18) 
we obtain the equation 

- !sQ = 3a(Q + 9) - 5a(Q + 6) 
+ 5a(Q - 3) - 3a(Q - 6). (8.25) 

Now, multiplying (8.22) by -3, adding to (8.25) and 
cancelling common factors, we obtain the equation 

~aa(Q + 6) = -l6Q, (8.26) 

the solution of which is 

a(x) = -(1/2536)(x - ex)(x - fl)(x - y) 
x (x + ex + fl + y - 6), (8.27) 

where ex, fl, yare arbitrary constants. These constants 
depend on the irreducible representation (fgh) of SU4 

under consideration, and cannot therefore be deter­
mined from the commutation relations. 

9. SEPARATION OF THE REDUCED MATRIX 
ELEMENTS AND BOUNDARY CONDITIONS 
We have obtained, apart from three undetermined 

constants, the expressions for the three products of 
reduced matrix elements 

(QAJ-lIIZII Q + U'J-l')(Q + U'J-l' IIXII QAJ-l), 

where (A'J-l') can be (A + IJ-l), (A - IJ-l + 1), or 
(AJ-l - 1). The reduced matrix elements of Z and X 
cannot be separated by using the commutation rela­
tions. In order to separate them it is necessary to 
impose additional conditions, for example Hermiticity 
conditions. We therefore require the conditions 
(cf. end of Sec. 4) 

to hold in every representation. With Qt = Q, these 
conditions are consistent with each other and with 
the Hermiticity conditions in SUa, and translate 
themselves into the relation 

(Q + U'J-l' IIXII QAJ-l) = -[(QAJ-lIIZII Q + U'J-l')]* 
(9.1) 

for all allowed (A'J-l'). These statements can be verified 
from Eqs. (7.5) to (7.10) and the identifications given 
at the end of Sec. 4. 

Using (9.1) and the relations (8.20) and (8.21) we 
can rewrite Eqs. (8.10)-(8.12) as 

I(Q + U + IJ-lIIXII QAJ-l)1 2 

= a(Q + 2A + J-l + 6) , (9.2a) 
(A + 1)(A + 2)(A + J-l + 2)(A + J-l + 3) 

I(Q + U - IJ-l + l11X11 QAJ-l)1 2 

a(Q - A + J-l + 3) 
= - A(A + 1){J-l + 1)(J-l + 2)' (9.2b) 

I(Q + lAJ-l - 1 !lXII QAJ-l)1 2 

a(Q - A - 2J-l) == , (9.2c) 
J-l{J-l + 1)(A + J-l + 1)(A + J-l + 2) 

where a(x) is given by (8.27). 
One way of determining the constants ex, fl, and y 

is as follows. The highest weight of the representation 
(fgh) of SU4 is 

W = [2~ U + g + h), 

1. U + g - h), 1~ U - 2g - h)]. 
6 6...;2 

The weights with the largest value of Q in the repre­
sentation are equivalent to the highest weight. One 
such weight is 

M = W - (g + h)J-l 

= [ 1/_I ,lU+ 2g), I;-U+ 2g + 3h)] , 
2...;3 6 6...;2 

and therefore the highest value of Q in the representa­
tion (fgh) is 

Qmax = Hf + 2g + 3h). (9.3) 

Furthermore, it may be ascertained that weights with 
Q value equalling Qmax carry the SUa quantum 
numbers 

A = f, J-l = g. (9.4) 

We may now observe that the left-hand sides of 
(9.2a, b, c) must vanish for Q = Qmax. This provides 
three conditions which can be satisfied by choosing 
appropriate values for the integration constants. We 
determine ex, fl, y by requiring the corresponding 
factors to vanish for Q = t,(f + 2g + 3h), A = f, 
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f' = g in the right-hand sides of (9.2a), (9.2b), and 
(9.2c), respectively. This gives 

IX = i(9f + 6g + 3h + 24), 

f3 = i(-3f + 6g + 3h + 12), 

y = 1(-3f - 6g + 3h), 

so that the final expression for a(x) becomes 

a(x) = (lj2536)[x - i(9f + 6g + 3h) - 6] 
X [x - i(-3f+ 6g + 3h) - 3] 
X [x - 1(-3f- 6g + 3h)] 
X [x + i(3f + 6g + 9h) + 3]. (9.5) 

There remain three other boundary conditions, 
namely, those deriving from the requirement that the 
left-hand side of (9.2a), (9.2b), and (9.2c) should 

JOURNAL OF MATHEMATICAL PHYSICS 

vanish for Q + 1 = Qmin. As there are no further 
disposable constants, these conditions must be satis­
fied automatically, and thus provide a check on the 
calculations. The minimum value of Q is Qmin = 
-l(3f + 2g + h), and the corresponding values of A 
and f' are g and h, respectively. 

Apart from arbitrary phase factors, Eqs. (9.1), 
(9.2a, b, c), and (9.5) solve our problem. 
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A method for studying the inverse scattering problem at fixed energy is given; it enables one to get at 
a fairly large class of potentials e. It is shown that the problem has in e an infinity of solutions, de­
pending on an infinity of parameters. If the study is restricted to the potentials of e which can be con­
tinued as even analytic functions in a circle centered at the origin, the problem has only one solution. 
A linear approximation is given and is shown to yield inverse formulas of the Born approximation. For 
even potentials of e, the relevance of this approximation is studied as follows: Comparison is made 
between a given static potential and the potential obtained from the scattering amplitude through the 
inverse formula. The standard deviation between these two potentials is shown to go to zero as the 
energy goes to 00. Miscellaneous properties of potentials, wavefunctions, and Jost functions are given 
in the framework of this method. 

INTRODUCTION 

I N two previous papers,1.2 we studied successively 
the asymptotic behavior and the analytic properties 

of the potentials derived from a given set of phase 
shifts in the framework of Newton's method.3 We 
showed in paper I that if the phase shifts fulfill a very 
weak condition,4 namely Ic5!1 < C/-3-<, as /->- co, 
there is one potential, and only one, which goes to 

1 P. C. Sabatier, J. Math Phys. 7,1515 (1966). Hereafter referred 
to as I. 

2 P. C. Sabatier, J. Math. Phys. 7, 2079 (I966), Hereafter referred 
to as II. 

3 R. G. Newton. J. Math. Phys. 3, 75 (1962). 
• Throughout this paper, we mean by £ a positive number, which 

can be made arbitrarily small, but not equal to zero. We use C as a 
general constant. Both are not meant to have the same value every 
time they are used. We mean by bound an upper bound for the 
absolute value. 

zero faster than r-2+< as r ->- 00. All the potentials 
equivalent to this one go to zero like r-~ as 
r ->- 00. 

In paper II, we showed that Newton's potentials 
can be continued in the r complex plane, and we found 
several limitations of their analytic properties. We 
also studied their Jost functions, and we came to the 
general conclusion that the potentials obtained with 
Newton's method belong to a narrow class of 
potentials. 

In this paper, we give a very general method for 
constructing potentials, and then restrict the study to 
a narrower class for which it is easy to solve the 
inverse problem at fixed energy with a method anal­
ogous to Newton's. This class is, however, so general 
that the inverse problem has an infinity of solutions. 
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The set of equivalent potentials depend on an infinity 
of independent parameters. 

In Sec. 1, we show that a generalization of Newton's 
approach to the inverse scattering problem enables 
one to build a very large class of potentials-more 
precisely, of all the potentials analytic in some circle 
of the r complex plane, centered at the origin and cut 
along the negative axis. 

If K(z, z) is associated to the potential by 

K(z, z) = -tzfpV(p) dp 

a potential V(z) is characterized by the coefficients 
cll of the expansion 

K(z, z) = L cA>iz)uiz), 
Jl 

where the functions c/>iz) and uiz) are the regular 
solutions of the Schrodinger equation with and with­
out the potential. The index ft may be either a discrete 
or a continuous index. 

In Sec. 2, we restrict the class of potentials by 
assuming JeJlI to be bounded by Cft!-<. This condition 
enables us to get at the asymptotic behavior of the 
wavefunctions which yield an infinite set of linear 
equations relating the phase shifts to the coefficients 
cll . When the ft are allowed to include all the integral 
numbers, it is possible to choose arbitrarily all the 
other cll and to solve the problem. There is therefore 
an infinity of solutions. In Newton's method all the 
cJl are equal to zero for nonintegral ft. As we have seen 
in I, the solutions of the problem depend only on one 
parameter. For a potential analytic in the neighbor­
hood of the origin, the C! and the c!+i are allowed to 
be different from zero. It follows that a study sym­
metric to Newton's one will be that of potentials with 
CHi ::;6. 0, cll = 0 otherwise. These are even analytic 
potentials in the neighborhood of the origin. We show 
that the problem has one solution and only one in 
this case-It should be borne in mind that the bounds 
of the cJl hold, so that we can only obtain a subclass 
of the even potentials. 

Miscellaneous problems are studied in Sec. 3. We 
first give a short study of the linear approximation, 
obtained by keeping only the first-order terms at any 
step of our method. This approximation is identical 
with the usual Born approximation. We then review 
some properties of the functions involved in scattering 
theory and which can be derived in the framework 
of our method. We successively study the analytic 
properties of the wavefunctions for a very general 
class of potentials, the asymptotic properties of the 
potentials and the analytic properties of the Jost 

functions for the class defined in Sec. 2, the con­
struction of transparent potentials and of solvable 
examples in the class defined in Sec. 2. We end this 
section with a study of the Born approximation for 
even potentials belonging to the class of Sec. 2. These 
potentials are given by the inverse sine transform of 
the scattering amplitude continued by 0 outside the 
physical angular range. Some comments on the 
approximation of a static potential by means of a 
potential of this kind are then made. 

1. A VERY LARGE CLASS OF POTEN~S 

Let us start with a function fer, r') defined by the 
partial differential equation: 

[Do(r) - Do(r')]f(r, r') = 0, 

f(O, r') = fer, 0) = 0, (1.1) 
where 

(1.2) 

It is easy to see that this equation is satisfied by any 
function of the following form: 

fer, r') = L cJluir)uir'), (1.3) 
Jl 

where the functions uir) are given by 

(1.4) 

In (1.4), ft is either a discrete or a continuous index 
(in which case the sum is to be replaced by an integral), 
which can take any real value larger than -1. Let 
us now assume that the following bound holds for 
any ft: 

Assumption I: There exist 

k and rx > 0 :::::;..cllift! ft! < Cftkrx-2Jl. (1.5) 

We know that the functions uiz) are equal to the 
product of ZIl+1 by an entire function. Using this 
property, it is easy to continue fez, z') for any finite 
value of z' (or z) as an analytic function of z (or z') 
inside a circle (Iz z'l < rx2), except for cuts issued from 
the origin. We put these cuts along the negative real 
axes of the z and z' complex planes. To find a deter­
mination for fez, z'), it is sufficient to choose a 
determination for log z and log z', since the failure 
of analyticity comes from terms ePlogz or ePlogz'. 

We hereafter call 3)0 a domain in the complex plane 
comprising a circle with the center at the origin and 
a radius (rx - E), except for a cut along the negative 
real axis. Obviously, if z and z' lie in the domain 3)0 

of the complex plane, the function fez, z') is analytic 
both in z and z'. 
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Let us now define from fer, r') a function K(r, r') 
by the integral equation 

K(r, r') = fer, r') - J: dr1r12K(r, r1)f(r1, r'). (1.6) 

We intend to get at the analytic structure of K(r, r'). 
In order to avoid nonessential difficulties, we put 
a first restriction on the functions fer, r') by assuming 
I' ~ 0, although it is easy to extend the analysis until 
I' = - t + E. The method we used in our previous 
paper (II) can then be applied to (1.6) with only 
trivial modifications if z and z' are assumed to belong 
to ::Do. 

Let us retrace our argument: Introduce the two 
functions 

cprCr') == cp(r, r') = (rr')-lf(r, r'), (1.7) 

Kir') = (rr')-IK(r, r'). (1.8) 

We apply. the Fredholm method to the following 
equation, equivalent to (1.8)5: 

Klr') = cprCr') - J: drlKr(rl)cp(rl, r'). (1.9) 

We obtain, therefore, the value of Kr(r'): 

Kir') = cp,(r') + [~(r)]-I~(r, r'), (1.10) 
where 

ex) 

~(r) = 1 + ! (m!)-1 
m=1 

i
r ir (r r'" r ) X .. , <I> 1, 2 m drl'" dr m' 

o 0 r1 ,r2 "'rm 

(1.11) 

00 

~(r, r') = - 2 (m!)-1 
m=O 

X ... cp(r,p)<I> ,'1 m dpdr1 '''drm • i
r i' (p r ... r ) 
o 0 r,r1 '''rm 

(1.12) 

In these formulas the notation <I> stands for the 
Fredholm determinant associated with the kernel 
cp(r, r'). 

The formulas (1.10), (1.11), and (1.12) enable us 
to continue analytically Kr(r') when rand r' get com­
plex values (z and z'). cp(z, z') is an analytic function 
of z and z' when z and z' belong to ::Do; it is bounded, 
say, by c(lzl,lz'l) for any Izl smaller than locl 2jlz'l. 
From this it follows that any term of (1.11) can be 
given an analytic continuation for any z in ::Do, and 
any term of (1.12) can be continued as an analytic 
function of z and z' for z and z' in ::Do. Besides, if we 
choose rays issued from the origin as contours of 
integration, and apply well-known inequalities to the 

6 For all details, please refer to (II). 

integrals and the determinants involved in ~(z) and 
~(z, z'), we find that the terms of order m in ~(z) 
and ~(z, z') are, respectively, bounded by 

Izlm [c(lzl, Izl)]mm!m (z E ::Do), 

Izlm+l c(lzl, Izl)m+l c(lzl, Iz'l)(m + 1)!(m+l) 

(z, Z' E ::Do). 

The series involved in (1.11) and (1.12) are therefore 
uniformly convergent for any couple of numbers z 
and z' in ::Do. The function ~(z) is therefore analytic 
for z in ::Do. ~(z, z') is an analytic function6 of z and 
z' when z and z' are taken in ::Do. 

It follows from these results that z V(z) , as defined 
below, is analytic in the domain ::Do of the z com­
plex plane, except at isolated points Zi' Since the 
Neumann7

•8 series for Eq. (1.10) converges at least 
inside a nonvanishing circle centered at the origin of 
the z complex plane (lzl c(lzl, Izl) < 1), none of these 
poles can be at the origin. 

It is easy to see that our argument can easily be 
extended to any connected domain ::D where the 
function r/>(z, z') is an analytic function of z and z', 
provided that this domain includes the origin. In its 
original form, the argument presupposes also that it 
is possible to reach any point of the domain on a ray 
issued from the origin, but this condition may be 
avoided by contour integrations. It is now easy to 
show that the following partial differential equation 
holds in the domain of analyticity ::D * of K(z, z'): 

D(z)K(z, z') - Do(z')K(z, z') = 0, 

K(z, 0) = K(O, z') = 0, 

(1.13) 

(1.14) 

where D(z) is equal to Do(z) - Z2V(Z) and V(z) to 

V(z) = -2z-1(djdz)Z-IK(z, z). (1.15) 

In order to prove our point, we have only to apply 
D(z) and Do(z') to K(z, z') as given by (1.10) and to 
show through straightforward but tedious differentia­
tions and integrations by part that the right-hand 
side of (1.13) satisfies the homogeneous version of 
(1.10). Inside the domain of analyticity ::D* of K(z, z'), 
the solution of (1.10) in complex form is unique, so 
that the only solution of the homogeneous equation 
is zero. Obviously this argument fails at the poles Zi' 

The remarks we made in (II) can be applied again in 
the present case. Q.E.D. 

• It is easy to obtain a little more information: z lying in :Do, the 
function !D(z, z') is an analytic function of z and z' provided that 
Izz'l < cx' and z' be not on the cut. . . 

7 F. G. Tricomi, Integral Equations (Intersclence Pubhshers, Inc., 
New York, 1957). 
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We now define the functions 

<p.(z) = u.(z) - f dz1z1
2K(z, Z1)U.(Z1) (Rev> -1), 

(1.16) 

and show easily from (1.13), with the same argument 
as in (II), that the functions <Pv(z) are the regular 
solutions of the Schrodinger equation 

D(z)<pv(z) = v(v + I)<pv(z), <Pv(O) = O. (1.17) 

Inserting (1.3) into (1.6), we observe that K(r, r') may 
be expanded as 

K(r, r') = 1 cJLJ\,JL(r)uir'), 

where 
,.. 

J\,ir) = uir) - J: dr1r1
2K(r, r1)u,..(r1)' 

Comparison with (1.16) leads to the bilinear expansion 

K(z, z') = 1 c,..<piz)uiz'), (1.18) 

from which it follows that 

<Pv(z) = Uv(Z) - 1 L~(z)c",<PJL(z) (Re v > -1), 
,.. (1.19) 

where 

L~(z) = So" dZ1Z12uv(Zl)uizl) [Re (v + p) > -1] 

(1.20) 
or 

JL() uv(z)u~(z) - uJL(z)u~(z) ) 
Lv z = (Re(v + p > -1]. 

p(p + 1) - v(v + 1) 
(1.21) 

At this point, we have completely solved the 
Schrodinger equation for a potential defined by (1.15), 
since we know, from (1.6) and (1.16), the regular 
solutions of all the partial-wave equations. It is 
interesting to describe the class of potentials which 
can be studied in this way. We restrict the function 
fer, r') to the class defined by (1.3) and (1.5), which 
is narrower than the class of all the solutions of (1.1). 
Even with this restriction, the class of potentials is 
very large, since it involves all the potentials analytic 
in some circle centered at the origin and cut along the 
negative real axis. If the radius ex of ::Do is finite, we 
have obviously to make a further assumption. 

Assumption II: The potential and the functions 
<pzCr) can be continued on the whole positive real axis. 

For this we have to impose in particular Assumption 
III. 

Assumption III: We discard the sets of eJL which 
yield a pole on the positive real axis in ::Do, since the 
order of the pole of rVer) would be at least equal to 
2, and the scattering problem might lack sense. 

Actually, provided such a pole is not at + 00, it 
is still possible to define mathematically the problem 
by avoiding the pole on all the contours of integration. 
As we already remarked in paper (II), this may pave the 
way for a study of singular potentials. 

If the cJL are bounded in such a way that 

Assumption IV: 

/eJL/",,! pW-
1 
-+ 0 as p-+ 00, 

the very weak Assumption III is sufficient to ensure 
that the SchrOdinger equation is defined and solved 
on the whole positive real axis. 

We still have to impose a further condition. 

Assumption V: 

rHEV(r) goes to zero as r -+ 00. 

Unfortunately, this assumption cannot be related to 
conditions on the eJL' In the following sections, we 
give asymptotic bounds to the eJL which are sufficient 
to ensure Assumption V, but they are by no way 
necessary conditions. It is a pity to notice that very 
simple potentials as (l + r2)-1, for instance, escape 
even Assumption IV, since they have single order 
poles in the complex plane. 

If two functions V(z) holomorphic in a domain 
::Do are different, they give rise to different potentials 
V(r). It is of interest to ask whether different sets of 
cJL lead to different functions V(z). In order to answer 
this question, we first assume that all the p's are 
rational and that it is possible to find a common de­
nominator m for the two different sets. Let us then 
define, with suitable determinations, the quantities 

(1.22) 

The functions uJL(z) [or, uiz')] are entire functions of 
, (or, O. fez, z'), with Assumption I, is an analytic 
function of, and" in the circle (0, /explm). Equation 
(1.9) gives place, with obvious notations, to 

J?,(z') = ;Mn - m So' J?,G1)~('1' ,'mn
-

1 d'1' (1.23) 

It is clear that K,( '1) is equal to 

(1.24) 

where ~(0 and !l)a, '1) are analytic functions of , 
and '1 when' and '1 belong to the circle (0, lex/ 11m). 

We incidentally remark that a glance at Eq. (1.23) 
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suggests the method which may be used to extend 
the values of ft towards the negative real values-more 
exactly until ft = -m-1E[t(m - 1)]. When such 
values of ft are involved in the expansion (1.3), we 
make the following change of functions: 

4>('1' ") = 'lE[t(m-l)],-E[t(m-l)]<p*({I' n, 
K{(n = ,-E[i (m-l)],I-E[t (m-l)]Kt('/). (1.25) 

The function Kt(O is solution of an equation whose 
kernel is regular, which allows us to apply to (1.25) 
the same arguments as above. However, as we wrote 
above, we discard this case and assume ft ~ o. 

It follows from Eq. (1.24) that 'Vam) is a function 
of , analytic in a circle centered at the origin. Con­
versely, let us assume that zV(z) is an holomorphic 
function of , inside a circle (I" < locI 1/ m), and let us 
define K(z, z) as 

K(z, z) = -tz J: pV(p) dp. (1.26) 

We show in Appendix A that K(z, z) can be expanded 
in a series of products u1l/m<PP/m and u(p+t)/m<P(P+t)/m 

00 00 

K(z, z) = L Cp/mUplm<pp/m + L c(p+t)/mu(p+t)/m<p(p+t)/m 
p=o p=o 

(1.27) 
and this expansion is unique. 

The coefficients cJl are therefore in this case unam­
biguously associated with the potential. When the ft's 
are not rational, either their ratios are rational, in 
which case we can give an argument analogous to 
the above, or they are not, in which case the nature 
of the branch point of k(z, z) is different. 

We conclude that, in general, two different sets of 
cJl lead to different potentials. 

2. INVERSE SCATTERING PROBLEM 

We now intend to solve the inverse scattering 
problem at fixed energy. In order to relate the phase 
shifts to the coefficients cJl ' we lay a very restrictive 
condition on the asymptotic behavior of these 
coefficients. 

Assumption VI: 

ICJlI < Cftt-<. (2.1) 

With this assumption,S the series involved in (1.19) 
are uniformly convergent as z --+ 00, so that it is 
possible to replace the functions by their asymptotic 
behavior: 

<p,(r),...., (2i)-I[fl(v)eir 
- fb)e- i1, 

C( ),...., C( 00) = sin «v - ft)(t17» (2.2) 
Jl r Jl (v + *)2 _ C!' + *)2 ' 

8 The argument of the proof is the same as in paper (II). 

where 11('11) and Ib) are the Jost functions. For real 
v, they reduce to 

fl(v) = Aveidvet;"v, f2(v) = [fl(v)]* (1m '11= 0). 

(2.3) 
We obtain the expansion of the Jost functions 

f ( ) - -ti ... _ ~ sin «v - ft)(t17» A idJl -t;Jl" 
1 V - e £., CJl Jle e , 

JJ '11('11 + 1) - ft(ft + 1) 

f: ( ) - ti'" _ ~ sin «v - ft)(t17» C A -idJl t;Jl" 
2 V - e £., Jl Jle e , 

Jl '11('11 + 1) - ftC!' + 1) 
(2.4) 

and, for a real fto (larger than -1) 

(2.5) 

2.1 Definition and Resolution of the Inverse Problem 

In order to define the inverse problem, we should 
specify the class of potentials in which we look for 
the solution. We suppose that the potentials satisfy 
Assumptions III and VI, and furthermore, that the ft's 
are rational and include all the integral numbers. In 
these conditions, we prove that it is possible to choose 
arbitrarily, within some very large conditions of 
validity, all the cJl for which ft is not an integral 
number, and solve the problem. We use hereafter the 
notation L~I for L~/( 00). 

Proof" Let ¢ be the vector with components 
A ei[dJl-tJJ"]. We can consider ¢ as a sum of ¢1' with 

Jl 1 '" 
components A 1ei (d l- 21,,), and CPo, with the other com-
ponents. In the same way, the vector U, with compo­
nents e-ti"JlO, is considered as the sum of Ul and uo. 
Equation (2.5), where we successively give to fto all 
the values we allow ft to take, can be written in 
matrix notations as 

¢ = u - LC¢, (2.6) 

where C is the diagonal matrix with components cJl ' 
L the matrix with components lj,. We now divide L Jl "-
into the four parts which couple the vectors CPo and 
¢1 to the vectors Uo and Ul: 

¢1 = Ul.- L:~:Cl ¢1 - L:~:Co¢o, (2.7) 
'" (11 ~ (0) '" 

CPo = Uo - L(O)C1 CPl - L(o)CoCPo. (2.8) 

We now choose arbitrarily the matrix Co, assuming 
only for convenience that 

Ic,,1 < Cft+<. (2.9) 

It is, in general, possible to inverse the matrix 
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(1 + L~glCo). If the elements of Co are small enough, 
the Neumann series converges. If not, and except for 
special Co, the Fredholm method9 gives the inverse 
matrix. Use of it in (2.8) yields 

:t. (1 (O)C )-1[ A (OC :t. ] 
'1'0 = + L(O) 0 Uo - L(O) 1'1'1' (2.10) 

Inserting (2.10) in (2.7), we obtain 

:t. ;: [L(O (o]C :t. 
'1'1 = ~1 - (I) + S(1) 1'1'1, (2.11) 

where we put 

;: A L(O)c (1 + L(O)c )-1 A (2.12) ~1 = U1 - (1) 0 (0) 0 Uo, 

slU = -LmCo(1 + L:~:Cor1L:~:. (2.13) 

Let ~Iei(a'-!I") be the components of £1' let Sf be the 
components of Sm. The components of L~g are Lf. 
Equation (2.11) is equivalent to the set of equations 

00 

AI = ~lei(A'-"') - I (Lf + SDcz,Al'ei(d"-"')jl-I'. (2.14) 
Z'=O 

We now consider each of the matrices L~g and Snl 
as a sum of two matrices which couple respectively 
components with index of same parity and compo­
nents with index of different parity: 

Lf = jZ'-z-lMt + [7T/2(21 + l)]!5r, 

+sf = - jl-I'Sf for I - I' even, 0 otherwise. 

-sf = jl-l'+lsf for I - I' odd, 0 otherwise. (2.15) 

Insertion of these quantities in (2.14) yields 

A [1 + 7T C - +SIC] 
I 2(21 + 1) Z I Z 

= ~lei(A'-"') + j I (Mf + -SDcI'AI,ei(""-"I) 
I' 

+ I +SfcI'Az,ei(""-"I). (2.16) 
l' 

Taking the imaginary part of both sides, we obtain 
the formula 

~z sin (bz - 6.z) = I (Mf + -SDcz,A1, cos (151' - 15 /) 
I' 

+ I +Sfcl,Az' sin (!5z' - 151), (2.17) 
I' 

Introducing now the vectorial notations £ and 
ii, for the vectors with respective components 
~I sin (!5z - 6.1) and az (= czA z cos !5 z), and introducing 
the diagonal matrix tan 15 with components tan 15 1 , 

we obtain the equation 

where 
£ = (P + Q)ii = P(1 + P-1Q)ii, (2.18) 

P = M(1 + M-1-S + M-1+Stan 15), (2.19) 

Q = tan !5[(M + -S) tan 15 - +S]. (2.20) 

9 See, for example, R. O. Newton, J. Math. Phys. 2, 188 (1961). 

According to (2.13), the matrices + S or - S depend on 
the arbitrary coefficient in Co, so that, in general, 
a matrix like 

(1 + M-1-S + M-1 +Stan!5) 

can be inverted, say, by the Fredholm method. As a 
result we can define, and build, a matrix P-1. The 
matrix Q depends on the phase shifts, so that, in 
general, (1 + P-1Q) can be inverted. We assume 
that all these inversions are feasible. The coefficients 
az are then given by the formula 

ii = (1 + P-1Q)-lP-1£' (2.21) 

The knowledge of the al enables us to get AI from 
(2.16), since, if we take the real part of both members 
of this equation, we obtain 

AZ[l + 7T CI - +S:CI] 
2(21 + 1) 

= ~z cos (6. 1 - 151) 

- cos 151 I (Mi' + -SDal'(tan 15/, - tan 15/) 
I' 

+ cos 1512 +Sf'aI'O + tan 151 tan 151,), (2.22) 
I' 

Obviously, the usual indetermination occurs when 
the matrix M-1 is introduced. This can be studied 
as in (I). 

It follows from our study that, even with the very 
strong assumptions we made, the indetermination in 
the inverse scattering problem at fixed energy has at 
least the power of the denumerable. Since continuous 
sequences of cit would give rise to other classes of 
potentials, we may be sure that the indetermination 
of the problem has the power of the continuum. 

Suppose now we impose to the potential to be 
analytic in a nonvanishing circle centered at the origin, 
and to satisfy Assumption VI. The problem has still a 
denumerable infinity of solutions since, according to 
formula (1.27), we have to find coefficients Cz and 
cl+! : 

00 00 

K(z, z) = I C1U1cPI + 2 c1+!UZ+!cPwt. (2.23) 
z=o 1=0 

It follows from the results of Appendix A that the 
coefficients Cz are equal to zero for an even potential. 
The potentials obtained by Newton's method are 
characterized by 

(2.24) 

and they cannot be even potentials. Since the inverse 
scattering problem in Newton's method is nearly 
completely determined, it is interesting to study the 
problem for even potentials. 
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2.2. Inverse Problem for Even Potentials 

We assume that the coefficients cll are equal to zero 
except for ,it = 1+ !, and are restricted by Assumptions 
III and VI. 

For the sake of convenience, we introduce a coeffi­
cient c-i ' which ultimately will be made equal to zero. 
Equation (2.5) takes the form 

Aze
i (6 z-t.ro 

= e-iilTl _ ~ Lp-ic 1A 1ei [6p -l-(P-t)(t.r)] 
k z P-~ P-~ (2.25) 
P 

or 

If we take the imaginary part of both members, we 
obtain the equation 

-tan <51 = L Lf-1 sin (1 + ! - p)(!7T) 
p 

x ap-1(1 + tan bp_i tan b1) 

+ I Lf-1 cos (1 + t - p)(t7T) 
p 

(O)v is annihilated by M, the vector s annihilated by m 
has the following components: 

(2.34) 

The results of (I) yield 

{

-47T-
2

, for P = 0, 

'fJ~ = 8 -2 (2q + 1)2 for P ¢ 0. (2.35) 
7T (2p)2 _ (2q + 1)2 

Sp 
__ {! for p = 0, 

1 for p ¢ 0. 
(2.36) 

Let us now denote by a the vector with components 
ap-i' tan b, and tan b' the diagonal matrix with com­
ponents tan bp and tan bp-i' I the diagonal matrix 
whose elements are 

n = { 1 for I even, 
-1 for I odd. 

Taking into account the value of a-1' we can write 
(2.30) and (2.31) in matrix notations: 

(2.27) tan <5e = ma + tan <5m tan b' a 

In this equation, a fundamental matrix occurs: 

mf = Lii sin (I + 1 - p)(t7T) = t[(l + if - p2r\ 

whereas 
(2.28) 

Lf-t cos (l + t - p)(t7T) = (-l)/-Pmf. (2.29) 

Insertion of this matrix in (2.27) yields the equation 

-tan bl = L mfap_i[l + tan op-1 tan <5 1 
p 

+ (-l)I+P(tan <5 p_i - tan <5z)], (2.30) 

whereas it is easy to obtain from (2.5), in the same way 
as in (I), a relation between the phase shifts of half­
integral order: 

tan <5po+1 = L (0) M~:;lap+1(1 + tan <5po+1 tan <5p+i), 
p 

where 

(0) M P = P - Po , {( 
2 2)-1 

Po 0, 

(2.31) 

for p - Po odd, (2.32) 
otherwise. 

Let us now remark that, from a result of (I), we 
know the inverse (O)y of the matrix (0) M, so that we 
have numbers (O)yf such that 

~ (0)M2P (0)y2q+l _ .s:2Q+l 
£., 2/+1 2p - U2/+1· (2.33) 
p 

Since mf is equal to twice (0) M:r+1' the matrix m-1 

with elements 'fJ~ = tYi~+1 is a right inverse of m. It is 
also a left inverse of m, because (0) M is a double­
sided inverse of (O)y. In the same way, we find that if 

+ Iml tan <5' a - tan Mmla, (2.37) 

tan <5' e = (0) Ma + tan <5'(0) M tan <5' a (2.38) 

and it is possible to rewrite (2.37) as 

m-1 tan <5e = cx.S + a + m-1 tan <5m tan <5' a 

+ m-1/mItan <5'a - m-1 tan Mmla, (2.39) 

where the value of oc has to be chosen so that a_1 is 
equal to zero. In order to study this system of equa­
tions, it is possible to use either an iteration or a 
perturbation process. Let us assume for instance that 

tan <5 = A<5, (2.40) 

where <5 is a fixed diagonal matrix, whose elements 
go to zero as I tends to infinity. We may write for oc, 
a, and tan <5', formal expansions in powers of A, and 
make the coefficients of An in (2.38) and (2.39) equal 
to zero. The convergence of these expansions can be 
shown if A is small enough. Proofs are given in Appen­
dix C. It follows from this convergence that a potential 
exists and is unique at least if all the phase shifts are 
small enough. We have not tried to show the existence 
and uniqueness of the potential in the general case. 

3. MISCELLANEOUS RESULTS 

3.1. Linear Approximation 

Our method of studying the inverse scattering 
problem at fixed energy can be given a simpler form 
if we limit to the first order the expansions of all the 
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functions encountered at the various steps of the 
theory. This gives for the fundamental equations 

fer, r') = ! c"uir)uir'), (3.1) 

" 
K(r, r') ,...." fer, r'), (3.2) 

V(r),...." -2r-1(dfdr)r-1f(r, r). (3.3) 

On the other hand, it is easy to obtain from (2.5) the 
following exact equations: 

sin tJ"o = -! L;oc"A" sin [tJ" - tJ/Jo + (1;l7)GuO - ,u)], 
" (3.4) 

A"o = 1 - ! L;oc"A" cos [tJ" - 0/Jo + (1 17)(,uo - ,u)]. 
/J (3.5) 

The linear form of these equations can be written as 

tan 0/Jo ,...." - ! L;oa/J sin «117)(,uo - ,u)), (3.6) 

" 
A/Jo""'" 1 - ! L:oa/J cos «117)(,uo - ,u), (3.7) 

" where we put 

a" = c"A" cos 0" ,...., c"A". (3.8) 

These equations make sense only if all the phase 
shifts and the a" are small. If we allow the ,u's to contain 
all the integers, we can choose a" for nonintegral ,u, 
but this choice is not completely arbitrary. To see this 
point, let us assume that tJ! is equal to .1.0\°), and a", 
for nonintegral ,u, is equal to J.a~O), where 01°) and 
a1°) have a reasonable asymptotic behavior. The range 
of values of .I. for which the linear approximation 
makes sense depends obviously on the choice of a1°) 
as well as on the tJIO). In other words, the arbitrary 
a" should be small enough. Once this condition is 
fulfilled, it is easy to see that the a! computed from 
the o! are of the order of .I.. In this approximation, 
Eq. (3.7) reduces, therefore, to 

A/Jo = 1. (3.9) 

It is possible to use (3.6) in order to relate the physical 
phase shifts to a set of e" for which ,u is different from 
I, for instance 1+ t. The matrix which connects the 
o! to this set should be inversed in order to solve the 
problem. It may happen that vectors are annihilated 
by this matrix. We should then use a convenient 
coefficient in order to be consistent with the linear 
approximation. For instance, the coefficient which 
we used for the "special potential" in Newton's method 
(see I), is consistent with the linear approximation. 

If the linear approximation is consistent for the 
derivation of the c/J' it is consistent in Eqs. (3.2) and 
(3.3), because the c" are of the order of .I., and there 

is always a range of .I. for which the Neumann series 
converges and yields (3.2), from (1.6). 

Born Approximation 

It is easy to prove that the linear approximation is 
the same as the well-known Born approximation. 
We know that in the Born approximation the phase 
shift is given by 

tJ!,...., tan o!,...., 1171'° V(p)Jw!(P)J!+I(P)P dp. (3.10) 

If V(p) is given the form (3.3) and f(p, p) the form 
(3.1), we get 

tan o!,...." !172 roo JI+I(P)JI+I(P) ~ Jo op 

x ! c"J,,+I(P)J,,+I(P) dp. (3.11) 

" These integrals are calculated in Appendix Band 
shown to be equal to 

.i sin2 (117)(1 - ,u) 
tan u ,...., - '" c (3 12) 

! '7 (l + 1)2 - (,u + t)2 '" . 

which is identical with (3.6). Q.E.D. 

3.2. Some Properties of the Functions Constructed 
in Sees. 1 and 2 

We have already given the analytic properties of 
the potentials which can be constructed by the general 
method of Sec. 1. With Assumption I only, we can give 
the analytic properties of the wavefunctions. From 
Appendix A, it is easy to see that they are analytic 
functions of z in the same domain as z V(z) , i.e., in 
1)0' Now, from formulas (1.19) and (1.21), it is 
easy to define an analytic continuation of c/>.(z) for any 
value of v, as a meromorphic function of v. In the 
special case of an even potential, the symmetry 
properties of the cylindrical Bessel functions enable us 
to see that c/>.(z) is an entire function of v and satisfies 
the symmetry property: 

(-1){ 1 + ft c!_! ] c/>!-l(z) = c/>-!-l(z), (3.13) 

Asymptotic Behavior of Potentials 

It would be of interest to derive the asymptotic 
properties of the potentials from the asymptotic prop­
erties of the phase shifts. This is easy in the simple 
case where the c" include the cl , which are derived 
from the phase shifts, whereas all other c" are bounded 
by C,u-t. 

The argument we have given in (I) (Sec. 3.3) can be 
applied, and it ensures that the furctions f and g 
which we may construct in the pres~nt case behave 
asymptotically as those which were introduced in (I). 
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It follows that the leading term in the asymptotic 
behavior of the potential is still given by 

VCr) '"" -217-!(OC - (3)r-! cos (2r - 117) + O(rE-~. 
(3.14) 

It is interesting to notice that we can deduce from the 
asymptotic behavior of K(r, r) a sum rule. From the 
definition of V(r) we get 

(00 rVer) dr = -2 lim [r-1K(r, r)]. (3.15) Jo r~oo 
Now, since we can write from the analysis of (I) 

(Sec. 3.2) 

K(r, r) '"" g(r, r) '"" !(oc + (3)r[l + O(r!)], 

we easily obtain the sum rule 

LOO rVer) dr = -(oc + (3), (3.16) 

where oc is the arbitrary parameter and f3 is given as in 
(I). In the Born approximation, f3 is 

f3 '"" f30 = I il2p tan 02P • (3.17) 
P 

Properties of the Jost Functions 

For the class of potentials studied in Sec. 2, the 
properties of the Jost functions can easily be derived 
from formulas (2.4). It is obvious that the Jost func­
tions are, in general, meromorphic functions, with 
poles depending on the values of f-l. However, there 
is a remarkable exception. For an even potential 
(of that class), the Jost function is an entire function 
of'jl of order 1, and finite type. It would be easy to 
obtain an interpolation formula with the help of the 
Lagrange Valiron theorem.1O The location of the zeros 
of these Jost functions in the 'jI complex plane may be 
studied in the same way as, in (II), those of Newton's 
potentials, and with analogous results. 

Transparent Potentials 

The transparent potentials, which are associated 
to a set of phase shifts all equal to zero, can be derived 
with the help of the method of Sec. 2.1, in the same 
way as in (I). Obviously there is an infinity of solutions 
and it is clear that they are in general energy-dependent. 
In Born approximation, it is easy to write down the 
coefficients c" for a transparent potential: Let us 
choose a set of numbers c" (f-l =F I) such that ICI'I ..;; 
Cf-l-2, it follows from (3.6) that the coefficient C! of the 
transparent potentials associated to this set of coeffi­
cients is given in the Born approximation, by the 

10 R. P. Boas, Entire Functions (Academic Press Inc., New York, 
1954), p. 221. 

solution of the matrix equation: 

00 

I MYc!, = I Licl' sin (!17)(1 - f-l), (3.1S) 
o " 

which yields 

cl ' = I yf. I Licl' sin (i'I7')(I- f-l) + ocv l , (3.19) 
! I' 

where the matrix y (= M-1) and the vector v are 
defined as in (I), and IX is an arbitrary parameter. Be­
sides, with the help of well-known formulas,ll it is 
easy to show directly that the contribution of v to the 
potential is transparent in the Born approximation. 

Solvable Examples 

Examples for which the solution can be written down 
explicitly can be constructed in the same way as 
in (II). 

3.3. Born Approximation for Even Potentials and 
the General Approximation Problem 

From Eqs. (2.35), (2.36), and (US) it is easy to 
show that for an even potential of the class defined in 
Sec. 2, we have 

4 co 00 (2p)2 
K(r, r) = 2 r I Jir)Jk) I 2 2 tan ()!' 

17 p=l 1=0(2p) - (21 + 1) 
(3.20) 

This can as well be written 

2 00 

K(r, r) = - r I 2pJ k)J per) 
17 p=1 

x ("sin 2px I cos (21 + 1)x tan 01 dx Jo 0 

(3.21) 
or, using well-known formulas,12 

2r21" K(r, r) = - J1(2r sin x) cos x dx 
17 0 

00 

X I cos (21 + l)x tan 01 , (3.22) 
o 

Let us recall the well-known formula for the 
scattering amplitude in the Born approximation: 

co 

fee) '"" I (21 + 1 )OIP1( cos e), (3.23) 
o 

which is equivalent to 

tan 01 '"" 01 '""! L"f(e)PI(cos e) sin e de. (3.24) 

U Bateman Manuscript Project. Higher Transcendental Functions 
(McGraw-Hili Book Company, Inc., New York, 1953), Formulas 
7.15 (2) and 7.7 (30). 

11 Reference 11, formulas 7.15 (38) and 7.2 (51). 
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Let us now substitute this result in (3.22) and use a 
well-known formula13 in order to evaluate the Fourier 
series. Performing the integral over x successively on 
the intervals (0, tTT) and (tTT, TT), with the help of a 
known formula,14 we then get the relation between 
K(r, r) and/(O): 

K(r, r) = .!.-. ("/(0) sin 0 dO 1 - c~s 2r sin to . 
2TTh ~n(t~ 

(3.25) 
From this we readily derive V(r) 

rVer) = - ~ ("/(0) sin (2r sin (to» sin () dO. (3.26) 
TT Jo 

This remarkable result could be obtained in a much 
more elegant way. The functions of r [rJir)Jf/(r)] are 
odd entire functions of order I and type 2. Now, using 
some evaluations of (I) (Sec. 1.1), it is easy to show 
that 

C1-l f"Ooo.I const + O(l-I-€) (l-+ 00) (3.27) 

provided only that the phase shifts are bounded by 
CI- 2-<. 

We use this bound and a well-known formula15 in 
order to derive the asymptotic behavior of K(r, r) for 
large r, and deduce from the result that rVer) is an 
odd entire function of order I and type 2. 

Let us now study the exponential Fourier trans­
form of rVer) or, since rVer) is odd, its sine Fourier 
transform 

-uj(u) = LX> rVer) sin ru dr. (3.28) 

Provided that rVer) belongs to £.1' the Paley-Wiener 
theorem ensures that10 J(u) is equal to zero for lui 
larger than 2. If we settle 

u = 2 sin (to), (3.29) 

formula (3.28) is nothing but the well-known formula 
giving the scattering amplitude /(0) [= leu)] in terms 
of the potential. Our result proves that the even 
potentials correspond to a continuation of /(0) on the 
real axis equal to zero outside (-2,2). The inversion 
formula for the sine Fourier transform then readily 
yields (3.26). 

Physical Meaning 0/ the Result 

In order to see the physical meaning of our result 
concerning the analytical properties of the even 
potentials in the class defined in Sec. 2, let us now 
recall some well-known properties. For large values 

13 Reference 11, formula 3.10 (2). 
14 Bateman Manuscript Project, Integral Transforms (McGraw­

Hill Book Company, Inc., New York, 1953), formula 8.4 (4). 
16 Reference 11, formula 7 (I 5)(3 8). 

of the energy, the scattering amplitude due to a regular 
static potential, as for instance the nuclear potential, 
strongly decreases with the angle. In the Born approxi­
mation, this amplitude is given by (3.28), or, by 
introducing explicitly the energy through the wave­
number k: 

2k sin (to)f(k, 0) = LX> pU(p) sin 2kp sin (to) dp, 

(3.30) 
where U(p) is now energy independent. 

We know the sine Fourier transform of pU(p) only 
on the interval (0, 2k), and the potential we construct 
is the inverse sine transform of the function equal to 
this Fourier transform inside this interval and equal 
to zero outside the interval. In other words, the 
scattering amplitude can be considered as a measure 
of the potential, made through a linear filter whose 
range increases with the energy. The problem is then: 
Is the potential U(E, p) which we construct near the 
unknown potential U(p) from which we start, and how 
near. We see that this reduces to an old problem,l6 
which is still of current interest. For a detailed study 
of this problem, we refer to classical treatises,16 and 
we only give here some criteria to evaluate the standard 
deviations. It is reasonable to assume that the un­
known function pU(p) belongs to £.2' and is bounded, 
with only isolated singularities. As a result it is 
possible to find a number M so that the Fourier 
transform F(u) of pU(p) be bounded as 

I F(u) I < M/lul. 

As a result, if roCk) is the square deviation between 
U(E, p) and U(p) 

roCk) = l'"' [U(p) - U(E, pW dp, (3.31) 

well-known properties17 of the Fourier transform 
lead us to the bound 

(3.32) 

The standard deviation between U(E, p) and U(p) 
goes to zero as E -+ 00. 

The assumptions we made on U(p) are very weak. 
If we assume that the regularity of the unknown 
potential is sufficient to ensure that its Fourier trans­
form cannot decrease beyond 0 = TT more slowly than 
before 0 = TT, it is possible to get a bound on the 
mean square deviation much stronger than (3.32). 
Let us assume for instance that F(u) decrease faster 

16 See, for example, J. Arsac, Transformation de Fourier et theorie 
des distributions (Dunod, Paris, 1961), p. 225ff. 

17 See Ref. 16, p. 254ff. 
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then F(2)(tu)-P, where p is in general much larger 
than I, we obtain: 

(3.33) 

which gives an order of the deviation as a function of 
the cross section for fJ = 1T. 

In previous publications,18.19 we gave a study of the 
semiclassical approximations and emphasized the 
following points: 

(1) The validity of the JWKB method, in order 
to derive the phase shifts, is related to the existence 
of bounds for the derivatives of the potential. 

(2) The validity of the evaluation of f(O) as an 
integral over the momentum, is related to the behavior 
of the Fourier transform of the phase shifts, and by 
this way can be related either to the behavior of the 
scattering amplitude at large angles or to the analytic 
properties of V(r). The cutoff which is necessary to 
make this second step of the semiclassical theory 
exact, is the same as above, i.e., I(u) equal to zero 
for u ~ 1T. If this cutoff is assumed to be valid, it is 
easy to derive19 a unique interpolation formula for the 
phase shifts, from which a unique potential can be 
calculated in the framework of JWKB theory. 

From the mathematical point of view,20 we see 
therefore that the conditions for the potentials of the 
class studied in Sec. 2.1 are by no way more restrictive 
than the conditions which we assume if we try to solve 
the inverse problem in the semiclassical theory. 

It is unfortunate to find potentials which depend 
on the energy. However, since their standard devia­
tion from a static potential can be very small, we may 
hope that wherever the static potential is a smooth 
function, the potential we obtain is nearly the same, 
and that only at those points where the potential 
behaves too steeply (according to Bernstein theorem) 
to have a finite spectrum, there are energy-dependent 
oscillations. 

APPENDIX A 

Let us assume that zV(z) is analytic in a circle 
IzJ < r, and define K(z, z) from V(z) by the following 
formula: 

K(z, z) = -lz lZUV(U) duo (AI) 

18 P. C. Sabatier, Nuovo Cimento 37, 1180 (1965). 
'9 P. C. Sabatier, These de Doctorat, Faculte des Sciences d'Orsay, 

Serie A, No. 153 (1966). 
20 It should be borne in mind that our study is valid only in Born 

approximation. Even potentials of the class studied in Sec. 2 may 
have poles in the r complex plane, so that their Fourier transform 
certainly does not vanish outside a finite interval. In order to study 
completely the standard deviation of these potentials, one should 
introduce also deviations from the linear approximations, which we 
neglect here. 

We prove in this Appendix that K(z, z) can be given, 
in general, by the following expansion: 

co co 

K(z, z) = I SI(/>z(Z)U!(Z) + I SHiCPI+i(Z)U1+i(Z) (A2) 
o {} 

convergent in the circle Izl < r, and where the ex­
pansion coefficients are unique. In order to prove 
this statement, we need some upper bounds for the 
Taylor coefficients of the functions involved. We 
introduce auxiliary functions c..{z) equal to Z-J.-lCPJ.(Z), 
and which are solutions of the equation: 

L(z)c.b) ;;:; [z-)'-lD(z)ZHl - A(l + l)}c;,(z) = O. 

(A3) 

Application of the Frobenius21 method to this 
equation leads us to a solution. We look for a develop­
ment of the functions c;,(z) of the form 

( ) -, p p+p {} - N ,.J. 0 c .. z - '" C..lZ , C .. - .. "'" , (A4) 
p 

where N .. are normalization coefficients. Introducing 
for convenience the analytic function w(z) equal to 
z2(l - V(z)) , we define a set of coefficients n as 

co 

z-'P-PLzP+P = If1(p + p)zn 
n=O 

= (p + p)(2l + 1 + p + p) + w(z). 
(A5) 

Equation (A3) is equivalent to the system: 

I ~~f~(p) = p(2)' + 1 + p) = 0, 

f: 
t cU~(p + p) + c~-y}(p + p - 1) + ... c~f~(p) = O. 

(A6) 

For the solution of interest, p is zero. Besides, the 
n(p + p) depend only upon n for n larger than 1. 
We use hereafter the simplified notationfn· 

Let M(R) be the upper bound of Iw'(z)1 on the circle 
Izi = R = r - E; we can get upper bounds for the 
In by the Cauchy integral theorem: 

(A7) 

The following relations define therefore upper 

21 E. L. lnce, Ordinary Differential Equations (Dover Publications, 
Inc., New York, 1956), p. 396. 
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bounds ef for the ef: 

q+l = M(R) 
(p + 1)(21. + p + 2) 

x {q + q-1R-1 + ... CXR-P}, 

= [M(R)/(2A + 2)]C~, 
=IN;.I· 

(A8) can easily be solved: 

q+1 = IN;.I IT [ M(R) 
n=O (n + 1)(21. + n + 2) 

+ . n(2A + n + 1) ] 

(n + 1)(21. + n + 2)R 

(A8) 

(A9) 

For large enough A, RM(R) is smaller than (21. + 1). 
If we replace M(R) by (21. + n + I)R-l in the factors 
of (A8) except that for which n = 0, we easily get the 
inequality 

1c~1 ~ q+l < IN;.I M(R)(2A + p + 2)-lR- p
• (AW) 

Since ° is an entire function, we can derive for any 
value of R, and, in particular, for R < r - E, an 
inequality analogous to (AW), in which the ef are to 
be replaced by the Taylor coefficients of r;'-lu;.(z). 
Let us now consider the product 

T2).(Z) = cfo;.(z)u;.(z) = Z2H2 ~>;i+qzqN~. (All) 
q 

The coefficient T~1+fl (q > 1) can be bounded by 

R-flBl(R)B2(R){~:(2A + 2 + p)-1(2A + q - p + 2)-1 

+ (21. + q + 2)-1[(B1(R»-1 + (B2(R)rl]}N~, 

where B1(r) and Blr) are associated respectively with 
cfo;.(z) and u;.(z). Comparison of the first series with 
an integral and some majorizations show readily 
that this expression can be bounded by 

IT 2;'+ql < R-flB (R) log (21. + 2 + q) N 2 (AI2) 
2). a 21. + 2 + q ;. , 

where Ba(R) is finite for R < r - E. 

It is clear, now, that K(z, z) is analytic in the circle 
Izl < r, so that a majorization analogous to (A7) 
holds for its Taylor coefficients: 

ao 

K(z, z) = Z2! knzn, (A13) 
n=O 

(A14) 

It is now easy to expand K(z, z) in terms of the 
functions Tp(Z): we only need to compare the coeffi­
cients of zn+2 on both sides of the following relation: 

00 ao 

! apTp(z) = Z2! knzn. (A1S) 
p=o n=O 

This leads us to the system 

n-l 
anT~ = kn - ! apT;. (AI6) 

p=O 

If we replace any term in (AI6) by an upper bound of 
its modulus, and use for that (AI2) and (A14), with 
Rl = oc-1R(oc < 1), we obtain a system whose solutions 
yield upper bounds for the lanl: 

(AI7) 
where 

n + 2 vn = (n + 2) ocnK(R1) + B(R)ni,\ . 
~~+~ ~~+~ ~p 

(AIS) 

We can replace the first term in (A18) by an upper 
bound K1(R1), or K2(R). The system (A18) is then 
easy to solve, and we find that Vn can be bounded 
independently of n, so that 

lanl < (T~rlR-nS(R) (R < r - E). (AI9) 

The results given in the beginning of this appendix 
follow readily. In particular, the method of construc­
tion shows clearly that the coefficients St and SH!' 

respectively, equal to au and a2t+1' are unique. If 
w(z) is an even function, it is easy to see that the 
f~P+1 are equal to zero, therefore the e~P+1 are equal 
to zero, and a rapid investigation shows that the St 

are equal to zero. 

Extension to the" Rational" Cases 

Let us now assume that z V(z) is an analytic function 
of za, where oc is a rational number inside the circle 
Izl < r. We can obviously limit our study to the case 
where oc is equal to the inverse m-1 of an integral 
number. Let us then put z = t m and assume that 
zV(z) is an analytic function of t. Equation (A3) 
holds with transformations schematically written as 

D(z) ~ D(t), 

L(z)~ L(t). 

The Frobenius method can be used as above; that is 
to say, we write 

L(t)c;.(t) =L(t)! eltQ+O' = 0; 
q 



                                                                                                                                    

INVERSE SCATTERING PROBLEM AT FIXED ENERGY 917 

we calculate 
00 

t-q-aL(t)tHa = !fi(q + a)tk 
k=O 

= q ~ a (21. + 1 + q : a) + wet), 

where wet) is equal to 

wet) = t2m[1 - Vet)]. (A20) 

Provided that w(O) is zero, 

[(q + a)/m]{2A + I + [(q + a)/m]) 

is equal to f~(q + a), whereas f~(q + a) does not 
depend on k for k > O. We can obtain for the f;. 
bounds similar to those of (A 7), and the systems 
of equations which yield the coefficients c 1' and C1' 

are similar to the systems (A6) and (AS). In particular, 
the system (AS) gives place to 

CP+I _ m2 M( R) 
;. . -.(p + 1)[m(2A + 1) + p + 1] 

x [q + q-IR-I + ... C~R-1'] 

cl = m
2
M(R) , 

m(2A + 1) + 1 

(A21) 

The theory is therefore the same as above, with the 
trivial modifications 

A-A = Am, 
M(R) _ m2M(R). 

All derivations can be done readily and lead us to 
the formula 

00 

K(z, z) = ! c1'/mu1'/mCP1'/m 
1'-0 

00 

+ ! c(P+1-)/mu(1'+1-)/mCP(P+1-)/m' (A22) 
1'=0 

which is valid when zV(z) is an analytic function of t. 

Remark: Since it is sufficient that wet) is equal to 
zero for t = 0 and since we only need, for this, 
z(2-m-

1 )v(z) to be finite at the origin, we can extend 
the theory to this case. The expansion we find for 

1 I 
K(z, z) is similar to (A22) but f.t can go until - 2: + 2m: 

K(z, z) = L1-+1/2mU-1-+1/2mCP-1-+1/2m 

+ Lhl/mU-1-+1/mCP-1-+1/m + .. '. (A23) 

APPENDIX B 

Let CPz and "Pz be, respectively, the solutions of Eq. 
(1.17) with potentials VI and V2 , let us calculate the 
integral 

(B1) 

where I and l' are numbers larger than -t, and not 
necessarily integers. Integration by parts yields 

21(r) - [X-2cpz'''Pz'CPz''Pz]~ 

= f'{x-1cpZ'''Pz, ~ (x-1cpz"Pz) Jo dx 

- X-ICPI"P1 ~ (X-IcPZ'''PI')} dx. (B2) 
dx 

Some algebra and use of well-known Wronskian 
properties show that the right-hand side of (2) is 
equal to 

[1(1 + 1) - 1'(1' + 1)] 

x J: dx :JL'" CPI'CPzy-2 dy L'" "Pl' "PZy-2 dyJ 

or 

[1(1 + 1) - 1'(1' + 1)] (CPl' .:!.. cPl - CPI.:!.. CPl') 
dx dx 

x ("Pl'':!'' "PI - "PI.:!.. "PI')' (B3) 
dx dx 

When the potentials Vl and V2 are regular enough, 
the functions CPz and "Pz behave asymptotically as 
A z sin (r + 15 z - t/rr) and BI sin (r + EI - t/rr). It 
follows that I( 00) reduces to 

1(00) _ ! AzAI·BIBz• 
- 2 1(1 + 1) - 1'(1' + 1) 

x sin [<51' - 151 + (I - l')(trr)] 

X sin [E Z' - Ez + (1 - l')(!rr)]. (B4) 

For VI and V2 equal to zero, the functions cP and "P 
reduce to the free-particle wavefunctions which are 
related to Bessel functions through (1.4). Using (B4), 
(3.12) can be obtained straightforwardly from (3.11). 

APPENDIX C 

We want to study the convergence of the expansions 
in powers of A which may be introduced in order to 
solve systems (2.37), (2.39). Let us first define the 
class C2 of the vectors whose Ith component has the 
bound C(I + 1)-2, where C is a constant independent 
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of I. We call C(W) the norm of the vector w. Let us 
now put 

a"'-i = -ocs", + b("'), 

-m-l tan MmIs = AVo, 

_m-l tan MmI = AD, 

(CI) 

m-l tan (jm + m-llmI = B. (C2) 

With the help of bounds given in I (Sec. 1.2.3), it 
is a matter of simple evaluation to show that Vo 
belongs to C2 and that the application of any of the 
matrices (0) M, m-l , B, D, to a vector of C2 leads us to 
a vector of C2 • We can write this schematically as 

C(Nv) ::::;; C(N)C(v) , (C3) 

where N is the "norm" of the matrix N. Obviously, 
we can take the same norm C for the four matrices 
quoted above. Let us now notice that 

obtain bn from the values of b", and b", for p < n, and 
(jne from bn and those values. 

It is clear that all the vectors involved in (C8) 
belong to C2 • Let B", and ~'" be respectively the norm 
of b", and «(j",e) for all the values of p lower than n. 
The norm of bn and (jn is smaller than the number 
given by the solution of the system: 

~n = c[ Bn + 3 ",=~l=l~",~qBn-j'J-qJ. (C9) 

We can always take C larger than 1, so that ~n is 
larger than CBn , and Bn is smaller than 

(O)Ms = o. (C4) We are led therefore to study the recurrent equation 

Substitution of (CI), (C2), (C4), and (2.40) in 
systems (2.37), (2.39), together with the condition 
(ioc = b(O)) yields the following systems: 

Am-1(je = b + B tan (j' b - 2b(0) B tan (j's 

+ 2Ab(0)vo + ADb, 
tan (j' e = Mb + tan (j'M tan (j'b 

- 2b(0) tan (j'M tan (j's, (C5) 

for which we look for a solution of the form 

b = Abl + A2b2 + ... , 

~n = 3C[~n_l + !l~p~n_p + nil ~p~q~n-",-qJ, 
",=1 p=l,q=l 

~1 = ~1' (ClO) 

This system can be studied in turn by putting xn in 
factor of both members and performing the summation 
from 2 to 00. Let us put 

(CII) 

It is clear that the equivalent equation is 

tan (j' = Ab1 + A2b2 + ... . (C6) [(x) - ~1 = 3Cx{f(x) + [[(X)]2 + X[[(X)]3}. (CI2) 

Substitution of these formal expansions in (C5) yields 

m-1(j€ = b1 , 

.5l e=Mbl , 

for the first order and 

(n-I) 

(jne = Mbn + ! (j",M(jqbn_",_q 
",=l,q=l 

(n-1) 

(C7) 

- 2 ! b~~p_q(jqM (j",s (C8) 
p=l,q=l 

for the nth order. This recurrent system enables us to 

With the help of well-known results on the second 
degree equation, it is easy to show that x is a simple22 

analytical function of [[(x) - ~1] in some circle 
centered at the origin . 

It follows that/ex) is analytic in some circle centered 
at the origin. As a result, ~n and Bn are bounded by 
the Taylor coefficients of an analytic function in some 
circle centered at the origin. It follows that the formal 
expansions in powers of A converge in some circle 
centered at the origin. 

It would be easy to extend our method to the case 
in which (jl is bounded by c(l + l)-~, where oc is a 
positive number ::::;;2. 

.2 E. C. Titchmarsh, Theory of Functions (Oxford University 
Press, New York, 1932), p. 198. 
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Herglotz-Noether Theorem in Conformal Space-Time* 

HuGO D. WAHLQUIST AND FRANK B. ESTABROOK 
Jet Propulsion Laboratory, California Institute of Technology, Pasadena, California 

(Received 23 August 1966) 

The Herglotz-Noether theorem is proved for rigid motions in conformal space-time. 

THE theorem stating that isometries are the only 
rotating rigid motions permitted in special rela­

tivity was originally proved by Herglotz1 and 
Noether.2 Several papers devoted to rigid motions in 
general relativity have considered the possibility of 
extending the validity of this theorem to curved 
space-times.3- 6 Using the dyadic formalism,6.7 we 
have now succeeded in proving the theorem for all 
conformally flat manifolds. The approach is quite 
similar to that used in Ref. 6 to treat rotating rigid 
motions in Einstein spaces. 

The curvature dyadic, E, of the quotient space of a 
rigid (5 = 0) congruence has vanishing time derivative 
in body-fixed axes (lI) = 9), i.e., E = 0 (vid., Sec. II 
of Ref. 6); and from the commutation properties of 
temporal and transverse spatial derivatives for rigid 
congruences, it follows that the symmetric, traceless 
dyadic F defined by 

F == l[V x E - E x V] (1) 

must satisfy F = O. Applying the generalized Gauss 
equation [Eq. (D.34) of Ref. 7] to the quotient space 
of a rigid congruence in conformally flat (A = B = 0) 
manifolds leads to the following expression for E; 

E = T - 309 + 1(2p - TrT)I, (2) 

where 0 is the angular velocity of the congruence, 
T is the stress dyadic, and p is the energy density. 
Using the curvature equations and Bianchi identities 

• This paper presents results of one phase of research carried 
out at the Jet Propulsion Laboratory, California Institute of Tech­
nology, under Contract NAS7-100, sponsored by the National 
Aeronautics and Space Administration. 

1 G. Herglotz, Ann. Physik 31,393 (1910). 
I F. Noether, Ann. Physik 31, 919 (1910). 
8 G. Salzman and A. H. Taub, Phys. Rev. 95,1659 (1954). 
• F. A. E. Pirani and G. Williams, Seminaire JANET, 5ieme 

annee, No.8 (1961); ibid. No.9 (1962). 
5 R. H. Boyer, Proc. Roy. Soc. (London) A283, 343 (l965). 
• H. D. Wahlquist and F. B. Estabrook, J. Math. Phys. 7, 894 

(1966). 
7 F. B. Estabrook and H. D. Wahlquist, J. Math. Phys. 5, 1629 

(1964). 

of Ref. 7, an explicit expression for F can now be 
derived; 

F = 60(t - 0 x a) + 6(t - 0 x a)9 

- 49· (t - 0 x a)l, (3) 

where a is the acceleration and t is the momentum 
density vector. From the time constancy of the two 
invariants of F it then follows that 

(IOllt - 0 x al r = (0. tr = O. (4) 

At this point the degenerate case 0 • t = 0 must be 
treated separately. First, we assume O· t ~ 0, which 
permits defining the unit vectors 

~ 0 
u=-

-101' 
v=t-9xa, 

It - 9 x al 
(5) 

and from F = 0 we find . . 
0= v = O. (6) 

However, using the vector equation (D.28) of Ref. 7 
we can derive the equality 

fi • (V x 0) = -2(0. t)/02, (7) 

which with the previous results, Eqs. (4)-(6), demands 

(8) 

so that 9 is a body-fixed vector. In the case 0 • t = 0 
we can arrive at the same result by a different route, 
since, again with the dyadic equations of Ref. 7, it can 
be shown that 

VCO • t) = 3(02)n - 3C9 • t)a. (9) 

Thus, Eq. (8) is valid for all rigid motions in 
conformally flat manifolds, and it is easily shown that, 
when 0 2 ~ 0, this equation entails the further 
conditions 

V x a = it = 0, (10) 

which together with the constraint of rigidity, 5 = 0, 
are the necessary and sufficient conditions for a 
Killing vector, or isometric, congruence. 

919 
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Theory of Diffraction by a Curved Inhomogeneous Body 
JAMES R. WAIT* 

Institute for Telecommunication Sciences and Aeronomy, Environmental Science 
Services Administration, Boulder, Colorado 

(Received 21 September 1966) 

The diffraction of electromagnetic waves by a convex spherical surface is considered. The problem is 
formulated in terms of the mutual impedance between two radially oriented electric dipoles for a smooth 
inhomogeneous surface. The general integral equation is simplified when the surface is sectionally homo­
geneous. In this case, the result is given as a twofold integral which involves the product of pattern 
functions associated with a homogeneous spherical surface. The reduction of these pattern functions to 
manageable form is one of the major objectives of the paper. The final result shows explicitly how the 
classical Fresnel diffraction pattern is modified by the radius of curvature and the properties of the 
diffracting surface. The special case where the diffracting surface is perfectly conducting except for a 
small inhomogeneity near the crest reduces to a very simple formula if the grazing angle is zero. It is 
shown that this result is compatible with the perturbation theory for scattering from an impedance strip 
on a conducting plane. 

1. INTRODUCTION 

THE influence of the curvature of an obstacle on 
the diffraction factor is an intriguing subject. 

A direct application of physical-optics theory leads 
to the Cornu-spiral formulas for the Fresnel dif­
fraction pattern. These classically derived results 
(e.g., Born and Wolf!) show no dependence on the 
shape or properties of the diffracting edge. However, 
in 1947, Pekeris2 showed that the diffraction pattern 
of an elevated antenna in the vicinity of the earth's 
shadow could be decomposed into two parts. For 
angles near grazing, the first term was the classical 
physical optics result which can be expressed in terms 
of Fresnel integrals. The second term, which consti­
tuted a correction, was an explicit function of the 
curvature of the diffracting surface. The same develop­
ment was rediscovered by Fock3 in a highly celebrated 
paper. Following similar ideas, Rice4 has developed a 
representation for parabolic cylinders, while Wait and 
Conda5 have developed the theory and given extensive 
results for finitely conducting cylindrical obstacles. 
At the same time, the latter authors extended Fock's 
theory for the sphere to permit the results to be used 
when the antenna heights were not restricted to be 
small (compared with the radius of curvature of the 
diffracting surface). Some interesting applications of 
these results to radio propagation are given in a paper 
by Dougherty and Maloney,6 who also give some 

* Visiting Professor of Applied Physics, Harvard University, 
Cambridge, Massachusetts. 

1 M. Born and E. Wolf, Principles o/Optics (Pergamon Press, Inc., 
New York, 1959). 

• C. L. Pekeris, J. Appl. Phys. 18,667, 1025 (1947). 
3 V. A. Fock, Usp. Fiz. Nauk SSSR 43,587 (1950). 
• S. O. Rice, Bell System Tech. J. 33,417-504 (1954). 
5 J. R. Wait and A. M. Conda, J. Res. Natl. Bur. Std. 63D, 181 

(1959). 
6 H. Dougherty and L. Maloney, Radio Sci. J. Res. NBS/USNC­

URSI 68D, No.2, 239 (1964). 

additional numerical data. Finally, we should mention 
that a useful general discussion of the problem and a 
summary of various formulas have been given by 
Logan and Yee. 7 

In this paper, we wish to develop the theory for a 
diffracting surface, which, while smooth, is inhomo­
geneous. The problem is treated as an extension of a 
previous formulation for radio propagation over a 
mixed-path spherical earth.8•9 The final results, while 
quite complicated, may be simplified in the interesting 
situation where the grazing angle is near zero and the 
surface inhomogeneity is localized at the crest. 

2. MUTUAL IMPEDANCE FORMULATION 
FOR HOMOGENEOUS SPHERICAL SURFACE 

The mutual impedance Zab between two vertical 
electric dipoles located at A and B over a spherical 
earth is considered for an implied time factor exp (iwt). 
The situation is illustrated in Fig. I (a), where a vertical 
cross section is shown. The great circle distance be­
tween A and B (measured along the surface of the 
earth) is d. When the earth is homogeneous, it is 
permissible to express the mutual impedance in the 
following form: 

Zab = (/ibiflow/27Td)e-ikd Wed, Z), (2.1) 

where fa and fb are the effective lengths of the dipoles 
A and B, k = 27T/(free-space wavelength), flo = 
47T X 10-7

, and Wed, Z) is a dimensionless attenuation 
function which is a function of d and the surface 
impedance of the earth. A contour integral represen­
tation for the attenuation function, for zero antenna 

, N. A. Logan and K. S. Yee, in Electromagnetic Waves, R. E. 
Langer, Ed. (University of Wisconsin Press, Madison, 1962), pp. 
139-180. 

8J. R. Wait, Can. J. Phys. 36, 9 (1958). 
• J. R. Wait, in Advances in Radio Research, J. A. Saxton, Ed. 

(Academic Press Inc., New York, 1964), Vol. I. pp. 157-217. 
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SURFACE IMPEDANCE Z~ 
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f>. 8 

\ 1- Z I :-\1 ,~" .. d" " I)' 
(b) ". \ ' 2 ' / , / I~ 

/<~d_~1 D 
\ I 

FIG. 1. (a) Cross-sectional view of the curved surface for a 
homogeneous path between A and B. (b) Cross-sectional view of 
the curved surface for an inhomogeneous path indicating the mean­
ing of the parameters. 

heights, is given by 

Wed, Z) = W(x, q) = 1 (iX)!J. ' e-;xtw1(t) dt, 
2 1T r w1(t) - qw1(t) 

(2.2) 
where the contour r is in the complex t plane from 
00 exp [-i(i1T)] along a straight line to ° and then 
out along the real axis to + 00. Other parameters are 
x = (lka)t(d/a), q = -i(lka)lZ/l')o, 1')0 = 1201T; a is 
the earth's radius, while l~\(t) = 1Tt[Bi (t) - i Ai (t)], 
and w~(t) = 1T![Bi' (t) - i Ai' (t)] are Airy functions 
in the standard notation. lO Various methods are now 
available for evaluating the contour integral given by 
W(x, q) above. For purposes of the present paper, it 
is assumed that W(x, q) is a known quantity. 

For arbitrary antenna heights ha and hb' the appro­
priate form for the attenuation function is 

W(x, q, Ya' Yb) = !eh"(~)! r e-ixtF(t, q, Ya' Yb) dt, 
1T Jr (2.~ 

where 

F = WI(t - Yb) 

X [vet - Ya) - v'(t) - qV(t) W
1
(t - Ya)] 

W~(t) - qw1(t) 

= -!iw1(t - Yb) 

(2.4a) 

x [W
2
(t - Ya) - W~(t) - qw2(t) W1(t - Ya)]. (2.4b) 

W~(t) - qWI(t) 

Here, w2(t) = 1T![Bi (t) + i Ai (t)], vet) = 1Tt Ai (t), 
Ya = (2/ka)lkha' and Yb = (2/ka)lkhb' The identity 

W(x, q, 0, 0) = W(x, q) (2.5) 

follows from the Wronskian relation 

w{(t)w2(t) - WI(t)W~(t) = 2i. (2.6) 

The preceding is an encapsulated version of the 
known theory for diffraction by a homogeneous 
spherical (or cylindrical) boundary. Inherent in the 
formulation is that d/a« 1, (ka) » 1, and both ha 

10 J. C. P. Miller, The Airy Integral (Cambridge University Press, 
Cambridge, England, 1946), 

and hb « d. However, some of these restrictions may 
be relaxed as indicated below. 

3. INTEGRAL EQUATION FOR THE 
INHOMOGENEOUS PROBLEM 

When the surface impedance Z' is a function of 
distance oc measured from B along the great-circle 
path towards A, the attenuation function is designated 

W'(x, q'(x), Ya' Yb)' 
where 

q'(x) = -i(tka)l(Z'/l')o)' (3.1) 

An integral equation for W' follows from an appli­
cation of Lorentz's reciprocal relation. The one­
dimensional simplified form9 is 

W'(x, q'(x), Ya' Yb) ! 

= W(x, q, Ya, Yb) + (~) (X [q'(x) - q] 
1Ti Jo [x(x - x)]! 

X W(x - x, q, Ya' O)W'(x, q'(x), 0, Yb) dX. 
(3.2) 

The relevant dimensionless parameters are indicated 
in Fig. l(b). As indicated, the unknown attenuation 
function appears on the right-hand side in the inte­
grand of the integral and on the left-hand side of 
Eq. (3.2). An explicit solution is readily obtained 
when the great-circle path is sectionally homogeneous. 
For example, we choose 

q'(x) = ql for ° < x < Xl 
= q2 for Xl < X < X 2 

= q for X 2 < X < x. 

An equivalent statement, in terms of surface imped-
ances, is 

Z'(oc) = Zl for ° < oc < dl 

= Z2 for dl < oc < d2 

= Z for d2 < oc < d. 

Then, as discussed in detail elsewhere,9 

! 
W'(x, q', Ya' Yb) = W(x, q, Ya' Yb) + (:i) (ql - q) 

X (Xl W(x - x, q, Ya' O)W(X, ql' 0, Yb) dx 

Jo [X(X - x)]! 

+ (:i)!(q2 - q) 

iXl+X2 W(X - x, q, .va' O)W'(X, q', 0, Yb) d' 
X ! X, 

Xl [X(X - X)] 

where 
(3.3) 

W'(X, q', 0, Yb) = W(x, ql' 0, Yb) + (:i)\q2 - ql) 

i i-Xl W(x - x', ql' 0, Yb) W(x', q2) d ' 
X ! x. 

o [(x - x')x'] (3.4) 
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(a) 

(b) 

FIG. 2. (a) Cross-sectional view of the curved surface for an 
inhomogeneous path. (b) Cross-sectional view of the sectionally 
homogeneous surface indicating the meaning of the various 
parameters. 

The meaning of the various quantities for the section­
ally homogeneous case is illustrated in Figs. 2(a) and 
2(b) for actual and dimensionless parameters, respec­
tively. The results given by Eqs. (3.3) and (3.4) are a 
formal statement of the solution. Equivalent expres­
sions qave been given previously. Now we consider 
how to transform these integral formulas into a form 
which is suitable for numerical evaluation near the 
"line of sight." 

4. SOLUTION FOR LARGE ANTENNA HEIGHTS 

We now return to Eq. (2.3) and note that it may 
be decomposed as follows: 

W(x,q,Ya'Yb) = Wf + Wg , 

x w1(t - Ya)w1(t - Yb) dt + r e-i:r.t Jo, 

(4.1) 

(4.2) 

x v'(t) - qv(t) w1(t - Ya)w1(t - Yb) dtJ. 
w~(t) - qw1(t) 

(4.3) 
In these integrals, C1 is the straight line from 
00 exp [-i(i7T)] to 0 and C2 is the straight line from 
o to 00. 

By using the asymptotic approximation, 

Wl( t) r"oo.J e-h ,,( - t)-t exp { - i[i( - t)iJ} (4.4) 

valid for -t » 1, we easily show that 

e-i",tw1(t - Ya)w1(t - Yb) r"oo.J - (~)t e-iO.°e- ixt 

YaYb 

X [1 - ~ + o (1.)J , (4.5) 
4u2 u' 

where 
no = iY! + iYt 
x = x - Y! - Y[, 

u2 = (Yayi(y! + y!>-l. 

This result is valid for both Ya and Yb» 1 for the 
important range of integration over t in Wg • Thus, we 
find that 

1 xl . 
W ~ - --- e-'oo 
g- 2 (yah)! 

x [G(X) + 4:2 02~X~) + DC,) 1 (4.6) 

where 

G(X) = e-i .. /, J... t XJ 
e-ixt v'(t) - qv(t) dt 

7T l Jo w{(t) - qWl(t) 

+ ei .. /12 J.. roo e-<ht)(Sl_i) 
7Tl Jo 

v'(t) - qe-i<i..)v(t) 
X i dt. (4.7) 

w~(t) - qe-H ")W2(t) 

In writing G(X) in this form, we have made use of 
certain rotation formulas for the Airy functions [e.g., 
w1(tri<i .. » = e-!i"w2(t) and w2(tr i <i .. » = 2e+i .. /6v(t)]. 
Furthermore, ih what follows, we assume that 
u2 »1 and, thus, only the first term in the square 
bracket in Eq. (4.6) need be retained. 

In expressing W as a sum of two parts as indicated 
by Eq. (4.1), it is clearly evident that the first term 
Wf is independent of q which characterizes the 
properties of the diffracting surface. This suggests 
that, for the inhomogeneous surface, we write 

W'(x, q', Ya' Yb) = Wf + W~, (4.8) 

where Wf is defined by Eq. (4.2) and W~ is analogous 
to Eq. (4.3) but now must involve the properties of the 
inhomogeneous surface. Taking a cue from Eq. (4.6), 
we define a function G'(X) as follows: 

W; = -![X*/(YaYb)!]e-iQoG'(X). (4.9) 

5. SIMPLIFICATIONS OF THE PATTERN 
FUNCTION 

In order to make use of the integral formulas given 
by Eqs. (3.3) and (3.4), we note the attenuation func­
tion W in the integrands may be approximated 
asymptotically in a manner analogous to Eq. (4.6). 
First of all, we note from Eq. (2.3) that 

W(x, q, 0, y) = W(x, q, y, 0) 

_ !(iX)l r e-
i
"'tw1(t - y) dt 

- 2 7T Jr w{(t) - qw1(t) . (5.1) 

Now, if Y is a sufficiently large positive number, the 
function Wl(t - Y) may be replaced by the first term 
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of its asymptotic series. This leads to the useful 
approximation 

W(x, q, 0, Y)""'" exp [-i(iy!)]V(x - y!, q)x!y-t, 

where 
(5.2) 

1 L e-
iXt 

VeX, q) = - dt 
27T! r wi(t) - qwl(t) 

(5.3) 

may be recognized as the pattern function of "cut­
back" factorll for a (vertically polarized) source on a 
curved surface. 

A mixed-path pattern function V' may be defined 
in a manner analogous to Eq. (5.2). For example, if 
Yb» 1, we are permitted to replace Eq. (3.4) by the 
approximate form 

W'(x, q', 0, Yb)""'" exp [-i(iA)) 

where 
V'(' ! )'! -t (54) X x - Yb , ql' q2 X Yb' • 

(5.5) 

Here we have explicitly indicated the functional 
dependence of V' on ql and q2 to stress that it is not a 
function of q. 

6. INTEGRAL FORMULA FOR G'(x) 

By using the preceding asymptotic representations 
for the various attenuation functions and the basic 
integral formula Eq. (3.3), it is a straightforward matter 
to show that 

G'(X)""'" G(X) - 2(ql -! q) (Xl Vex - x _ Y!, q) 
(7Ti) Jo 

X vex - Y:, ql) dx _ 2(q2 - q) 
(7Ti) ! 

iXl+"2 ! ! 
X vex - x - Ya' q)V'(x - Yb' ql' q2) dx. 

Xl (6.1) 

It should be mentioned that in writing the integral, 
with limits 0 to Xl, in Eq. (6.1), a certain inaccuracy 
has been permitted. For example, strictly speaking, 
the function W(X, ql , 0, Yb) is not well approximated 
by the form Eq. (5.2) near the lower limit of the 
integration. However, for the purpose intended, this 
factor is of minor concern as the contribution from 
this part of the integrand is small. 

7. FRESNEL DIFFRACTION PATTERN 

Using Eq. (6.1), the contribution W~ as defined by 
Eq. (4.9) may then be computed in terms of the pattern 

11 J. R. Wait and A. M. Conda, IRE Trans. Antennas Propaga­
tion, AP-6, No.4, 348 (1958). 

functions for a homogeneous surface. The total field 
requires adding this to Wf as indicated by Eq. (4.8). 
As mentioned before, the latter function depends only 
on the geometry of the diffracting surface. In an 
illuminating development by Fock,3 it was shown that 

x! . 
Wf ,...,., t e-,f/.ouJ(UX) for X > 0 

2(YaYb) ! 
,...,., _21e-ifl(X) x e-iflou,f( UX) "or X < 0 t J - J' , 

2(YaYb) 

where 
(7.1) 

J(oc) = :! exp [ +i( oc2 + ~) J1'o exp (_iZ2) dz, 

(7.2) 

flex) = -fzx3 + tX(Ya + Yb) + [(Ya - Yb)2j4x]. 
(7.3) 

This approximate representation for Wf is valid if, 
as usual, both Ya and Yb are very large. On the other 
hand, X may be regarded as finite or small. Conse­
quently, ux may be arbitrary with either sign. Actually, 
if X is very small (i.e., near grazing) both expressions 
for Wf above nearly coincide. This is a consequence 
of the approximate equations 

u2x/(YaYb)! = 1 + [X/(Y! + A)] ,...,., 1 
and 

n(x) ,...,., no - U2X2. 

8. TOTAL DIFFRACTION PATTERN 

Using the approximations valid for small X, we 
can combine Eqs. (7.1) and (4.9) and, thus, Eq. (4.8) 
is written 

2W'''''''' e-ifl°[f(uX) - G'(X)/u], (8.1) 

which is our final result. For the conditions stated, 
the term on the right is the modification of the free­
space field of the source A at the receiver's location B. 
We see immediately that if u is sufficiently large only 
the first term in the square bracket survives. This limit 
corresponds with the predictions of physical optics. 
In this case, we note that the argument ux of the 
Fresnel integral may be expressed as 

oc = ux ,...,., [2ksaSb/(Sa + Sb)]!(!(1), (8.2) 

where sa = (2aha)! and Sb = (2ahb)! are the distance 
from the terminals A and B to their horizons on the 
diffracting surface. As illustrated in Fig. 3, (1 is the 
deflection angle which may be positive or negative. 

As indicated by Eq. (8.1), G'(X)/u is the influence 
of the curvature and electrical characteristics of the 
diffracting crest. For sufficiently rounded edges, this 
term may be neglected as mentioned above. A previous 
detailed analytical and numerical study of the integral 
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A 

FIG. 3. The important geometrical parameters for near 
grazing conditions. 

B 

G(X) for a homogeneous finitely conducting curved 
surface has already been carried out. 5 

It is important to note that if the parameters u and 
X are defined in terms of the length of the tangents 
Sa and Sb, it is not necessary to require that the antenna 
heights ha and hb are small compared with a which is 
the radius of curvature of the diffracting edge. Specifi­
cally, in this case, we should use the definitions 

U = ( 2kS
a
Sb)t (2/ka)! and X = (ka)i e. (8.3) 

Sa + Sb 2 2 

Also, as may be verified by comparing the results with 
a cylindrical model, the results for both the sphere 
and the cylinder are essentially the same for near 
grazing conditions. 

9. DISCUSSION OF A SPECIAL CASE 

In order to give some physical insight into the nature 
of the present situation, we consider a rather extreme 
special case. The diffracting surface is imagined to be 
perfectly conducting except for a small transverse 
strip at or very near the crest. Also, we choose e = 0 
corresponding to the situation where the line of sight 
Qetween A and B just grazes the crest. For the condi­
tions as stated, q = ql = 0 and X = O. Then, the 
square bracket term in Eq. (8.1) has the form 

[J(O) - G'(O)/u] = t - G(O)fu + A, (9.1) 
where 

A =....ElL (<1:
1

+"'2V(x - x - y!, 0) 
U(7Ti)t ),"1 

X V'(x - yt, 0, q2) dx. (9.2) 

For the case considered, G(O) = -0.295 + iO.0811 
which is the value adopted from a previous study.1I 
In Eq. (9.2), the quantity A represents the influence 
of the inhomogeneity on the diffracting surface. Even 
in this rather restrictive special case it appears that the 
integral over x would need to be evaluated numerically 
if the inhomogeneity is strong. However, for a weak 
perturbation (i.e., sufficiently small values of q2 or xJ, 
we may obtain a first-order estimate very simply by 
noting that the integrand is a slowly varying function 
if the strip is near the crest. Thus, to within a first 
order, 

A .", [2Q2X2/U(7Ti)t]V(x - x - y!, O)V(x - yg, 0), 

(9.3) 

where x = Xl + tx2 • If, in fact, the strip is right at the 
crest x - x '" y! and x ~ yl. Then, 

A '" [2Q2X2/U( 7TiiHV(0, 0)]2 

'" _ 2(i/7T)t(Z2/'f]o)kd2[V(0, oW 
[2ksasb/(Sa + Sb)]t 

(9.4) 

This shows that the influence of the inhomogeneity at 
the crest does not, to within a first order depend on the 
curvature of the crest. Not too surprisingly, it has 
the nature of a cylindrical wave emanating from the 
crest with an amplitude proportional to the trans­
verse width d2 of the strip and the impedance contrast 
Z2 . Its strength is modified by the square of the pattern 
function V evaluated at the tangent point on the 
crest. From earlier work,11 we note that 

[V(O, 0)]2 = 0.490. 

It is particularly interesting to note that the ex­
pression for A may be deduced from a perturbation 
analysis for scattering from an impedance strip on a 
conducting plane with the important exception that 
the function [V(O, 0)]2 is replaced by unity. The 
derivation is outlined very briefly in the Appendix. 

It is evident from Eq. (9.4) that the contribution 
from A represents a diminutation of the grazing field 
as the real part of Z2 exp (1i7T) has a positive real part 
in a dissipative dielectric medium. 

10. CONCLUDING REMARKS 

The results given in this paper should be useful for 
making estimates of the fields diffracted by smooth 
inhomogeneous curved surfaces. While the problem 
has been formulated in terms of radially oriented 
electric dipoles over a spherical obstacle, it is possible 
to apply the results to cylindrical bodies if the grazing 
angles are sufficiently small. Also, while the antenna 
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heights were assumed to be small compared with the 
radius of curvature of the diffracting surface, this is 
not an essential restriction, as indicated in the text. 

Finally, it might be mentioned that the present 
results are readily generalized to horizontal polariza­
tion. For example, if the radial electric dipoles are 
replaced by radial magnetic dipoles, the general 
formulas are unchanged if the normalized surface 
impedances ZJ'YJo are replaced everywhere by normal­
ized surface admittances Yi'YJo' 

APPENDIX. SCATTERING FROM AN 
IMPEDANCE STRIP 

As indicated in Fig. 4, we consider a magnetic line 
source at M which is parallel to the impedance strip 
of width d2 on an otherwise perfectly conducting 
plane. The magnetic field scattered from the strip has 
only a z component H;. An appropriate transform 
representation is 

H!(x, y) = f+oo exp [_(A2 - k2)! y] A(A) exp (iAX) dA, 
-00 (Al) 

where 

(AA) = - H!(ot, 0) exp (-iAot) dot. 1 f+oo 
27T -00 

(A2) 

The A integration may be carried out to give12 

H~ ~ ~ iky f+oo eikP cos tPH;(ot, 0) dote-ikp, (A3) 
(2ikp)! 7Tp -00 

which is valid for Ikpl» 1. Now, on the surface 
y = 0, for loti < ld2 , we may choose 

-ikpo 
H!(ot, 0)::: ~ (RII - l)eika cos tPo, (A4) 

" (kpo) 

where e-ikPo(kpo)-! is the normalized strength of the 
incident wave at the center of the strip, and RII is the 
appropriate reflection coefficient which, at the center 
of the strip, is given by 

R 
sin cf>o - Z2/'YJO 

II~ , 
- sin cf>o + Z2/'YJO 

(AS) 

12 J. R. Wait, Can. J. Phys. 33, 383 (1955). 

p 

p 

M 

FIG. 4. Cross-sectional view of impedance strip on fiat perfectly 
conducting plane. 

where Z2 is the surface impedance. For present pur­
poses, we may assume that RII is constant over the 
width of the strip, although this is not strictly correct. 

The integration over ot in Eq. (A3) may now be 
carried out to give 

H! ~ -2(i/7T)!kd2(Z2/'YJO) T(cf», 

H~ [2kppo/(p + Po)]! 
(A6) 

where 
sin cf> sin [(tkd2)(cos cf> + cos cf>o)] 

T(cf» = sin cf>o + (Z2/'YJO) Hkd2)(cos cf> + cos cf>o) 

(A7) 

H~ = exp [-ik(p + Po)]/[k(p + Po)]!. (AS) 

For the small perturbation case being considered here, 
Z2/'YJO may be neglected in the denominator in the 
expression for T(cf». Then, as we are interested in 
the case where both 7T - cf>o and cf> are small angles, the 
quantity T(cf» is of the order of unity. Then, if we 
recognize that H~ is the strength of the primary field 
at P, we see that the ratio H:I H: bears a remarkable 
similarity to ~ as given by Eq. (9.4). [Of course, Po 
and p are to be identified with Sa and Sb' respectively.] 
We do not believe that any closer equivalence should 
be expected in view of the numerous approximations 
made in treating this idealized special case. 



                                                                                                                                    

JOURNAL OF MATHEMATICAL PHYSICS VOLUME 8, NUMBER 4 APRIL 1967 

Evaluation of Expressions of the Debye-WaUer Form 
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A very simple evaluation of expressions of the Debye-Waller form is given. 

R ECENTL Y Mermin1 has given a method of with 

evaluating averages of the Debye-Waller form, h == (ciaie;'O) + (dia: eAO) (Sa) 

(1) 

which is considerably simpler than the methods 
customarily employed. In this note we would like 
to present an alternative method of evaluation which, 
in our opinion, is certainly as direct as the one em­
ployed by Mermin and which avoids the use of the 
Baker-Hausdorff theorem2 and an iteration (induc­
tion) procedure followed by resummation of an 
infinite series. In fact, apart from the cyclic property 
of the trace one only needs the relations 

eAOa;e-'w = ai - Ad;, (2b) 

which can both be derived in an elementary way. 
Defining 

we have 

= H (cia;eAO) + (e;'o cia;) + (diar eAO) + (eA%al>}. 

(Sb) 
Now, since 

Tr e-PHc;aieJ.o = ePWi Tr e-PHe).°ciai , 

as follows by inserting into the left-hand side the 
unit operator ePHrPH after ai and applying (2a), we 
have 

and similarly 

so that (Sb) can be written in the form 

Ii = !(ePWi + l){(e;'°ciai) + (diare).O)}. (6) 

Since, according to (2b), 

(e;'°c;a;) = (cia;eJ.O) - AcA(eJ.o), (7) 

we obtain from (6), using the definitions (3) and (Sa), 

Ii = i(ePWi + l){h - AcAF}, (8) 

or, according to (4), 

(9) dF/dA =!h (4) 
leading to 

1 N. D. Mermin, J. Math. Phys. 7, 1038 (1966). 
2 Mermin's formula (2). 
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F(A) = exp (!A2 ! cidi coth 113wi). (10) 
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Topol~gical analysis of M~y~r diagrams is.used to obtain generalizations of the Percus-Yevick and 
conv~lutlon hypernett~d chal!l mtegral eq~tlOns t~ systems of equations involving higher correlation 
f~nC!lOns. Only the higher direct C?rrel~tIon functIons appear in. th~ final integral equations. A dis­
tmctlVe. feature of .the sy~tem obtru.n~d IS the. ap~ance of denvatlVes with respect to the density. 
Numencal companson With exact vmal coeffiCients IS made for the standard test potentials of parallel 
hard squares and cubes. 

I. INTRODUCTION 

I N recent years considerable progress has been made 
in the problem of a classical system of particles 

interacting by a pair potential V(fij)' The most 
fruitful approach has been the solution of approximate 
integral equations for the pair distribution function 
g2 (fl' f2) These integral equations have been derived in 
many different ways. Thus the Percus-Yevick (PY) 
equation was originally derived by Percus and Yevickl 

by the method of collective coordinates. Later a 
diagrammatic derivation was given by Stell,2 and a 
derivation by functional differentiation by Percus.a 

The Yvon-Born-Green (BGY) integral equation4 

was obtained by introducing the superposition 
approximation into· an exact relation between the two 
particle distribution function g2(fl , f 2) and the three 
particle distribution function ga(fl , f2' fa). The con­
volution hypernetted chain (CHNC) integral equation5 

was first obtained by diagrammatic techniques. 
A unified method of deriving all the various 

approximate integral integrations for the pair distri­
bution function glfl2) was introduced by Percus.a His 
method of functional Taylor series also provided a 
natural way of generalizing to systems of integral 
equations involving the higher n-particle distribution 
functions g n' Two slightly different generalizations of 
the PY and CHNC equations to a system of integral 
equations involving ga have actually been derived by 
Verlet,6 who also calculated the fifth and sixth virial 
coefficients for the standard test cases of parallel hard 

1 J. K. Percus and G. J. Yevick, Phys. Rev. 110, 1 (1958). 
• G. Stell, Physica 29, 517 (1963). 
3 J. K. Percus, Phys. Rev. Letters 8, 462 (1962). 
• J. Yvon, Actualites scientifiques et industrielles (Hermann & 

Cie., Paris, 1935), No. 203; M. Born and H. S. Green, Proc. Roy. 
Soc. (London) AI88, 10 (1946). 

• J. M. Van Leeuwen. J. Groeneveld, and J. deBoer, Physica 25, 
792 (1959); M. S. Green, Hughes Aircraft Company Report (1959); 
E. Meeron, J. Math. Phys. 1, 192 (1960); T. Morita and K. Hiroike, 
Pro gr. Theoret. Phys. (Kyoto) 23, 1003 (1960); G. S. Rushbrooke, 
Physica 26,259 (1960); L. Verlet, Nuovo Cimento 18, 77 (1960). 

• L. Verlet, Physica 30, 95 (1964); 31, 965 (1965). 

squares and cubes, for which the first seven virial 
coefficients are known exactly. 7 

One defect of the ga obtained by Verlet is the fact 
that it is symmetric in only two of the three particles 
1, 2, 3. This fact as well as the non-uniqueness of the 
generalization from the PY and CHNC to the PY 2 
and CHNC 2 equations suggested a study of alter­
native methods of generalizing these integral equations. 
An alternative to the method of functional differenti­
ation is the graph-theoretical analysis of Mayer 
diagrams.s 

The natural way in which the direct correlation 
function9 Clfl , f 2) enters the PY and CHNC integral 
equations suggests formulating the generalization in 
terms of both the higher gn(fl , f2 ... fn) and the 
higher Cn(fl , f 2 '" fn).l0 Each Cn is defined in terms 
of gn and the Cn' or gn' for n' < n by a convolution 
relation obtained by functional differentiation of the 
Ornstein-Zernike definition 

where U(fl' f 2) == g2(fl , f2) - 1, and p is the number 
density. 

Several different expansions of Cn in terms of all the 
gn" n' = 2, 3, ... , 00 may be derived.ll However, in 
all cases simultaneous truncation of these expansions 
combined with the defining relations for the Cn leads to 
an inconsistency which manifests itself by higher orders 
in p of the Cn and gn not being expressible in terms 
of Mayer diagrams. This suggested using the exact 

7 W. G. Hoover and A. G. De Rocco, J. Chern. Phys. 36, 3141 
(1962). 

8 H. D. Ursell, Proc. Cambridge Phil. Soc. 23, 685 (1927); J. E. 
Mayer and M. G. Mayer, Statistical Mechanics (John Wiley & Sons, 
Inc., New York, 1940). 

• L. S. Ornstein and F. Zernike, Proc. Acad. Sci. Amsterdam 17, 
793 (1914). 

927 

10 R. J. Baxter, J. Chern. Ph~. 41, 553 (1964). 
11 M. S. Wertheim, unpublished. 
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relation between successive CnlO 

:p Cn(r1 , r2 , ••• , rn) = f drn+lCn+l(r1 , r2 , ... , rn+l) 

(2) 

combined with a single closure relation for the highest 
Cn retained. 

As a result the system of equations obtained is 
complicated by the appearance of derivatives with 
respect to the density. There are, however, several 
redeeming features. The most important is the 
explicit elimination of all the gn for n > 2. Another 
one is the fact that all the Cn and gn are automatically 
symmetric in all n particles. 

II. DEFINITIONS AND ELEMENTARY 
THEOREMS 

This section contains some well-known results 
necessary to our subsequent analysis. Further results, 
more details, and references to the many original 
papers may be found in a review article by Stell. l2 

In most instances we also follow Stell in terminology. 
A diagram consists of a set of points or vertices, 

representing particles and a set of lines or bonds 
connecting pairs of particles. The bond represents a 
function to be specified of the space coordinates of 
the two particles connected by the bond. Thus an 
e-bond connecting particles 1 and 2, indicated by a 
dashed line, means e(rl' r2) = exp [- (3V(rl' r2)]. Here 
(3 = [kTJ-I where T is the Kelvin temperature and 
k is Boltzmann's constant. In all that follows, particle 
coordinates rl , r2 , ••• , rn are abbreviated by writing 
12 ... n. The fbond, indicated by a solid line, stands 
for f(ij) ::::: e(ij) - 1. Other bonds are introduced 
later. A particle is represented by a black circle if there 
is an integration over the coordinates of the particles. 
If there is no such integration the particle is repre­
sented by a white circle. A diagram is called connected 
if there is at least one path of bonds from any circle to 
any other circle. A diagram is called irreducible if it is 
connected and there is no circle the removal of which 
causes the diagram to break into two or more 
fragments. Such a circle is called an articulation 
circle (AC) if at least one fragment contains no white 
circle; it is called a cutting circle (eC) if no fragment 
is free of white circles. 

Any quantity which can be written as a set of 
diagrams of fbonds can of course be rewritten as a 
set of diagrams of e-bonds or of a mixture offbonds 
and e-bonds by using e = f + I, where I denotes 

~I G. Stell. in The Equilibrium Theory of Classical Fluids. H. L. 
FrIsch and J. L. Lebowitz. Eds. (W. A. BenJ'arnin Inc. New York 
1964). •• • 

simply the absence of a bond. We refer to a physical 
quantity as firreducible (e-irreducible) if it consists 
only of irreducible diagrams when written in terms of 
fbonds (e-bonds). We refer to a physical quantity as 
e-firreducible if it consists entirely of irreducible 
diagrams when written using only e-bonds as direct 
bonds connecting pairs of white circles, fbonds 
between black-black and black-white pairs. Diagrams 
which are not irreducible are called reducible. An 
irreducible diagram in which there is a direct bond 
connecting every pair of vertices is called a complete 
star. 

The diagrammatic expression for the excess 
Helmholtz free energy LlA of a gas was first derived by 
Born and Fuchs,13 who obtained 

Sin stands for an irreducible diagram of n black circles. 
The weight W(Sin) is equal to the number of distinct 
ways the same diagram can be drawn using the same 
n vertices but different fbonds. The summation on i 
runs over all irreducible diagrams of n black circles. 

The cluster expansions of the ordinary n-particle 
distribution functions gn(12 ... n) and the n-particle 
direct correlation functions Cn(12 ... n) are obtained 
from the expansion for -(3LlA in the following way. 
To obtain the expansion of pn-lgil2 ... n), place n 
white circles on the vertices of a complete star of n 
vertices and change all the in(n - 1) f-bonds in the 
complete star to e-bonds. The set of diagrams obtained 
by placing the n white circles in all possible ways is the 
expansion of gn(12' .. n). Diagrams in (3LlA that 
do not contain a complete star of n vertices do 
not contribute to gn(I2'" n). The expansion of 
pn-lCn(12 •.. n) is obtained by simply placing n white 
circles on any n vertices in all possible ways. 
. From this procedure it is clear that all the diagrams 
m Cn are firreducible. Similarly all the diagrams in 
gn are e-firreducible, but not necessarily firreducible 
when all the e-bonds are expanded as e = f + 1, I 
denoting simply absence of a bond. An important 
result, central to all our subsequent topological 
arguments, is the following: Cn is the firreducible 
par~ of g n' Because of its importance a simple proof 
IS gIven. 

Let us formally rewrite the expansion of -{3LlA in 
terms of e-bonds, using f = e - 1. In the order 
consisting of m-particle terms we obtain e-reducible 
diagrams and a single e-irreducible diagram, the 
complete star of m vertices. The latter fact is seen 

11 M. Born and K. Fuchs. Proc. Roy. Soc. (London) Al66 391 
(1938). ' 
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most easily from the grand canonical partition 
function. 

The prescription for obtaining pn-lgn becomes the 
following: place n white circles on a complete star of 
n vertices in all possible ways. The prescription for 
obtaining pn-lC .. is unchanged: place n white circles on 
any n vertices. In terms of f-bonds, all f-irreducible 
terms originate in the complete star of e-bonds; the 
other terms merely generate terms which cancel the 
f-reducible terms in the complete star. However, in 
the complete star of e-bonds the prescriptions for 
obtaining gn and Cn are identical. Hence gnand Cn 
differ only by f-reducible terms. 

The prescription given for obtaining gn and Cn may 
be combined with Eq. (3) into the following formula: 

mi black circles. The result is 

W(S) = IT [W(Si)] Vi J... 
m! i mil Vi! 

m. THE PY AND CHNC INTEGRAL 
EQUATIONS 

(6) 

We begin by sketching a diagrammatic derivation 
of the PY and CHNC equations which serve as a 
model for generalization to a system involving the 
higher correlation functions. We want to combine the 
definition of C2(12), Eq. (1), with a closure relation. 

To accomplish this, we note that diagrams in g2(12) 
contain the e(12) bond; when it is destroyed there 
results a term equal to 1 from the leading term in 
g2(12), as well as a set of connected diagrams with 

00 m 
I: (12 ... n) = ~ L ~ W(S~i) )S.<i) n' 
~n k ,k ,min 1m. 

m=om .• 

two white circles. We denote the subset of all the 
(4) f-irreducible diagrams in Q2(12) = g2(12)le(12) as 

Z2(12), the complementary subset of f-reducible 
diagrams as m2(12). Hence where ~ is C or g, m is the number of black circles in 

the diagram, the weight W(Si<!: ... ) is the number of ways 
of drawing the diagram S~i) containing m black and tm.n 
n white circles labeled 1, 2, ... ,n. The sum over i runs 
over all S~i) fulfilling the following conditions: for Im.n 

~ = g, it is e-J-irreducible and contains a complete 
star of n white circles connected by direct e-bonds. 
For ~ = C, it isf-irreducible. 

Finally we need two simple combinatorial results. 
Let us suppose that a diagram S containing m black 
circles can be broken into several pieces Si containing 
mi black circles by simultaneously removing two or 
more white circles. Suppose that no two of the 
fragments contain the same set of white circles. Then 
each fragment can be labeled by the set of white 
circles it contains, and the weight W(S) becomes simply 
the product of the weight of partitioning the m black 
circles into sets of mi particles (with! mi = m) and 
the weights W(Si) of the fragments. Thus 

or 

W(S) = [ m I/IJ (mi )] IJ W(Si) 

W(S) = IT W(Si) 

ml i mil 
(5) 

This means that the coefficient of S is simply the 
product of the coefficients of the Si . . . 

Now consider the case in which all white clfcles are 
.removed simultaneously, and each fragment is 
connected to every white circle. In this case the 
fragments cannot be labeled by reference to white 
circles, and there may be several topologically 
equivalent fragments. Suppose that there a~e. Vi 

fragments of type i, with weight WeSt) and contammg 

g2(12) = e(12)[1 + m2(12) + Z2(12)]. (7) 

C2(12) is the f-irreducible part of g2(l2); hence 

C2(12) = f(12)[1 + m2(12)] + e(12)Z2(12). (8) 

The PY approximation is obtained by setting Z2(12) 
equal to zero. 

Z~Y(12) = O. (9) 

The CHNC approximation results by approximating 
Z2(12) by the following subset of the diagra~s con­
tained in the true Z2(12): the sum of all diagrams 
which, by cutting at both white circles simultaneously, 
are broken into two or more reducible fragments. 
Each fragment (including the two white circles) is a 
diagram in m2(12). Let there be Vi fragme?ts of ~ype 
S· containing m· black circles and havmg weight 'm , 

W(Sim) with 

the total number of black circles and 

!Vi = V, 
i 

the total number of fragments. Then the total 
coefficient of the diagram in Z2(12) is given by Eq. (6). 
The set of all su!;h diagrams with a given value of 
V is identical with the set of all diagrams in m~(12). A 
simple combinatorial argument shows that in m~(12) 
the diagram occurs with a total coefficient 

IT [W(Si)lmi!]Vi. 
i 

Hence 
00 

Z2(12)CHNC = ! m~(12)lvl 
v=2 
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or 

which constitutes the CHNC closure. 

IV. THE PY II AND CHNC II SYSTEMS 

We now construct an analogous set of relations 
for ga(123) and Ca(l23). Let us write ga(123) in terms 
of f-bonds and then remove the two white circles I 
and 2. This splits each diagram into two fragments, 
one attached to all three white circles, and one 
attached only to circles I and 2. The latter fragment 
may be absent-denoted by I-or it may be any 
connected diagram with two white circles, hence a 
diagram in u(l2). Since here-and in all subsequent 
instances in our analysis of the PY II system-the sets 
of white circles are not the same for the two fragments, 
we have the simple case of a product. Thus we obtain 
a factor g2(12) = 1 + u(12) and a factor containing 
diagrams with three white circles. Performing the same 
operation at the pairs of circles 13 and 23, we obtain 
factors g2(13) and g2(23). The three g-bonds suffice to 
make the diagram e-f-irreducible. Hence 

ga(123)/ g2( 12)g2(13)g 2(23) 

consists of a term with no bonds and a term Qa(123) 
containing diagrams attached to all three white circles. 

Qa(l23) may be characterized as follows: it is the set 
of connected diagrams with three white circles I, 2, 3 
and containing no network of bonds attached to only 
a pair of white circles. In other words, from any 
black circle in Qa(l23) we can reach any white circle 
by a path off-bonds without going through another 
white circle. 

We now proceed to classify the diagrams in Qa(l23) 
according to the cutting circles (CC's) in the diagram. 
We say that a point A is a CC belonging to the white 
circle I, if removing A disconnects I from all other 
white circles. Naturally, there may be more than one 
CC for I; however, if there is more than one CC for 
white circle 1, then there exists a unique maximal CC 
for I which has the property that its deletion leaves 
more black circles connected to 1 than are left by 
deletion of any other CC belonging to 1. 

We now classify the diagrams in Qa(l23) into four 
classes, corresponding to three, two, one, or none of 
the white circles having CC's. Let us examine the case 
in which CC's exist for all three white circles. We need 
consider only the three maximal CC's. If the maximal 
CC's belonging to any two of the white circles are 
identical, then this black circle is also the maximal CC 

for the third white circle. Thus there are only two 
cases: the three maximal CC's are either all identical 
or all distinct. 

In the former case, letting A be the common 
maximal CC and coloring it white, cutting at A 
produces three fragments which are diagrams in 
u(IA), u(2A), and u(3A), respectively. We conclude 
that the set of all such diagrams in Qa(l23) is given by 
S d(A)u(lA)u(2A)u(3A). 

In the latter case, letting A, B, C be the maximal 
CC's for 1,2, and 3, respectively, coloring them white, 
and cutting at A, B, and C produces three fragments 
that are diagrams in u(1A), u(2B), and u(3C), respec­
tively, as well as a fragment which contains the three 
white circles A, B, and C and is irreducible by virtue 
of the fact that A, B, and C were chosen to be the 
maximal CC's for I, 2, and 3. Since there are no 
further conditions to be imposed on this fragment, it 
can be any diagram in Ca(ABC). We conclude that the 
set of diagrams in Qa(l23) containing three distinct 
maximal CC's is 

f d(A) d(B) d(C)u(lA)u(2A)u(3A)Ca(ABC). 

Next consider the case of only two white circles, say 
and 2, having CC's. Calling the maximal CC's A 

and B, we note that A and B must be distinct, since 
otherwise A = B would also be a CC for 3. By an 
argument analogous to that of the last paragraph these 
diagrams in Qa(123) are given by 

f d(A) d(B)u(lA)u(2B)Ca(AB3). 

Next there are terms with CC's for only one of the 
white circles, say circle I. Coloring the maximal CC 
white, and cutting the diagram there, we obtain a 
diagram in u(1A) and a diagram which is characterized 
as follows: it is f-irreducible, has 3 white circles, and 
contains no network off-bonds attached only to white 
circles 2 and 3. Thus these diagrams are given by 
J d(A)Xa(23 I A)u(AI), where Xa(23 I A) is defined as 
the subset of Ca(l23) consisting of diagrams with no 
network of bonds attached only to 2 and 3. Xa(1213) 
is symmetric only in the two particles 1 and 2. 

Finally, there is the set off-irreducible diagrams in 
Qa(l23), which we denote by Za(123). 

From this point on the complexity of the mathe­
matical expressions makes it preferable to express all 
equations in diagrammatic form. We use a circular 
symbol for Ca, for XaC1213) a crescent-shaped 
symbol with the concave portion of the crescent drawn 
between circles I and 2. Za(123) is represented by a 
concave triangle. A g2-bond is shown as a dashed line, 
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+ L + 
3 

FIG. 1. Topological analysis of Q.(l23). 

a u-bond is indicated by a solid line. In our dia­
grammatic expressions there frequently occur topo­
logically identical terms which differ only by the 
labeling of the white circles. Where the appropriate 
sum is obvious we avoid clutter by writing the term 
only once with white circles unlabeled and preceded 
by a summation sign, placing the integer denoting the 
number of terms summed below the summation sign. 

The expression just obtained for Q3(123) is shown 
in Fig. 1. Equation (11) expresses g3(123) in terms of 
Q3(123). Expanding the three g2-bonds as g2(ij) = 
1 + u(ij) and retaining all the terms containing 
enough u-bonds to make the diagram j-irreducible we 
obtain the expression for C3(123) shown in Fig. 2. 
Recalling that X :!1213) is the part of C3(123) without 
a network of j-bonds attached only at 1 and 2 leads 
immediately to the equation for X3(1213) shown in 
Fig. 3. 

FIG. 2. C3(l23) obtained by calculating the f-irreducible part 
of g3(l23). 

, , , 

10 '1'2 + (c3}S, 
2 

+ ~+ 
2 2 

I 

+ I6E] + I ~ +~+ 2 - 2 
3 2 

3 

+ t~ + A 
2 

FIG. 3. X3(l21 3) expressed as the subset of C3(l23) 
not containing a u(12)-bond. 

9 3 (123) - 92 (12) 92 (13) 92(23) - L + ~ 

+(0 +~ @+L~+A 
FIG. 4. The relation between g3(l23) and C.(l23) 

obtained by functional differentiation. 

FIG. 5. X 3(l21 3) expressed in terms of C.(123). 

By multiplying the equation of Fig. 1 by 

g2(12)g2(l3)g2(23) 

and subtracting the equation of Fig. 2 we can obtain 
a relation for g3(l23) - C3(l23) which does not 
contain Z3(l23). 

A second expression for g3(l23) - C3(l23) is 
obtained most easily by functional differentiation of 
(l).14 It is shown graphically in Fig. 4. After equating 
the two expressions we find that a symmetric sum 
of terms, for each of which just one of the white 
circles is attached by a u-bond to a CC, is equal to 
zero. We can set each of the groups of terms with 
particles I, 2, or 3 having a CC to zero separately. 
After cancelling the dangling u-bond we find the 
relation shown in Fig. 5. 

Another relation for C3(l23) - g2(12)X3(l213) can 
be obtained by multiplying the relation in Fig. 3 by 
g2(l2) and subtracting from the expression for C3(l23) 
in Fig. 2. Note that Z3(l23) cancels. When we equate 
this expression for C3(l23) - g2(l2)X3(1213) to the 
expression in Fig. 5 we obtain no new results, but 
just recover the relation of Fig. 5, obtaining a check 
on the correctness of our calculations. 

Actually our way of obtaining the preceding 
identity has been unnecessarily complicated. It is 
simpler to construct C3(l23) - g2(l2)X2(121 3) by 
topological analysis. Since X2(l213) is the subset of 
all diagrams in Cs(123) without a network attached 
only to white circles I and 2, C3(123) - g2(12)X2(1213) 
is the subset of all diagrams in C3(l23) characterized 
by the following properties: (l) there is a u(l2) bond, 
(2) when the u(12) bond is deleted, the diagram 
becomes reducible. Further we note that the white 
circle 3 can be a CC in diagrams contained in 

[C3(123) - g2(l2)X3(l21 3)]/u(12). 

14 J. K. Percus, in The Equilibrium Theory of Classical Fluids, 
H. L. Frisch and J. L. Lebowitz, Eds. (W. A. Benjamin, Inc., New 
York, 1964). 
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FIG. 6. The PY II closure. 

We enumerate all possible topological cases. First, 
if 3 is a CC, we obtain u(13)u(23). If there are black 
CC's for both I and 2, then the maximal CC's must be 
distinct. By analogy to previous arguments we obtain 
a term S d(A) d(B)u(1A)u(2B)Ca(AB3). If only one of 
the whi~e circles, say 1, has CC's then we obtain a 
term of the form S d(A)u(IA)Ca(A23). There is a 
similar term with 1 and 2 interchanged. Rence the 
result obtained by direct topological analysis is in 
agreement with the indirect calculation. 

Finally we use the result of Fig. 5 to eliminate the 
Xs(r:x.{J I y) from Fig. 2. The resulting integral equation 
contains only Cs , u, and Za. The PY II closure 
consists of setting 

ZiY (123) = 0, (12) 

resulting in the integral equation shown in Fig. 6. 
To obtain the CRNC II closure, we let Z3(123) be 

the sum of all products of connected, reducible 
diagrams containing three white circles. The sum of 
all connected reducible diagrams with three white 
circles and no networks of f-bonds attached only to 
pairs of white circles is Q3(123) - Zs(123). Using the 
combinatorial theorem used for CRNC, 

Z~HNc(123) = em3 (123) - m3{l23) - 1, (13) 

where ma(123) == Q3(123) - Z3(123). The analogy to 
the PY and CRNC cases is obvious. More generally, 
the PY n closure consists of setting Zn(12 ... n) = 0 
in a set of integral equations obtained by an analogous 
process. The CRNC n systems differ from the PY n 
system by further including all terms which, when all 
n white circles are removed simultaneously, .do not 
give rise to a fragment which is both attached to all 
n white circles, and (including the n white circles) 
irreducible. 

The equation in Fig. 6 is a linear integral equation 

g3(123) • ct~~ + ~ + Y{ t fi + t ~ + @] + ... 

FlO. 7. Expansion of ga(123) in ga-bonds and u-bonds. 

for Ca(123), which may be solved formally by iteration, 
leading to an expansion of Ca(123) in irreducible 
diagrams of u-bonds. Using Fig. 4 we can then obtain 
the corresponding expansion of ga(123). The corre­
sponding expansion of the exact g2(123) has been 
obtained by AbelS and by Vedet.16 The three lowest 
orders of their expansion are shown in Fig. 7. The 
PY II result reproduces the two lowest orders correctly. 
In the next order it reproduces the first two terms, but 
omits the last term shown in Fig. 7. 

Several comments are in order. Since the closure 
does not contain the pair potential explicitly, its 
adequacy can be tested by direct computation from 
experimental data for ga and g2 at a single density p 
and temperature T subject only to the assumption of 
negligible non-additive forces. Presently available data 
are insufficient for such a comparison. 

The closure must be combined with the Ornstein­
Zernike relation (1), and the relationlO 

~ C2(12) =fd(3)Ca(123) (14) op 
to obtain a closed system. Because of the derivative 
with respect to p in Eq. (14), we cannot solve the 
system at a single density p ¢ O. We can only advance 
in p from a known starting solution. This presents no 
difficulty in the one phase region, and in the gas phase 
below the critical point. We integrate from p = 0, 
using the integrated form of Eq. (14) 

C2(12, p) = f(12) + f: dp'j d(3)C3(123; p'). (15) 

It is noteworthy that the pair potential makes its only 
explicit appearance in the /(12) which appears as a 
constant of integration in Eq. (15). 

It seems highly likely that the PY II and CRNC II 
systems resemble the PY and CRNC equations in not 
yielding van der Waals loops below the critical point, 
showing instead an intermediate density region where 
the equation has no solution. 6 If this proves true, then 
it is at present not clear how to use the PY II and 
CRNC II systems in the liquid below the critical 
point, since we lack a starting solution. 

V. VIRIAL COEFFICIENTS 

Figure 8 shows the five and six particle diagrams 
omitted from the exact Ca{l23) in PY II approxi­
mation. It is convenient to use e-bonds both in con­
structmg the diagram and in reducing the number of 
diagrams. Also listed are the weight of each diagram, 
and the value when integrated. The actual value is the 

15 R. Abe, Progr. Theoret. Phys. (Kyoto) 11, 421 (1959). 
18 L. Verlet, Nuovo Cimento 18, 77 (1960). 
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value listed multiplied by [an-lin!]!', where a is the 
length of a side of the square or cube, n is the number 
of particles in the diagram, and fl- is the dimension­
ality (fl- = 2 or 3). For hard rods all the diagrams 
shown vanish. 

In the following, superscripts indicate the total 
number of particles in a diagram. The omitted part of 
q6)(123) is just the leading term in 

Za(123)g2(12)g2(23)g2(13). 

This term is zero for both hard squares and hard disks, 
since the e-bonds and fbonds in the diagram are 
geometrically incompatible. A certain number of terms 
in q6)(123) contain the same arrangement of e-bonds 
andfbonds and hence are also equal to zero for hard 
squares and hard disks. The first three terms arise from 
omission of Z~5)(123), the remaining terms are due to 
omitting Z~6)(123) in the closure relation shown in 
Fig. 7. 

Figure 9 shows the additional 5 and 6 particle 
diagrams included in CRNC II but not in PY II. The 
inclusion of additional diagrams spoils the exactness 
of q5)(123) for hard squares and disks. For hard rods 

L~- DIAGRAII 

[I @ 
VALUE INTEGRATED 

WEIGHT HARD SQUAR~ .... HARD ~U8ES _j 

o 34.560 I 

9 0 - 2,985,984 

18 0 8,097,024 

9 0 8,097,024 

0 0 

0 2,824,704 

18 0 - 4,764,288 

----- .. --~ 

9 0 - 5,819,904 

------., 

18 0 11,983,104 

9 o 10,948,608 I 

- - --_J 
10 18 96 5,178,981 i 

" 
------------1 

- 43,776 -162,933,888 

12 -62,176 - 230,130,048 

13 18 74,624 303,309,312 

FIG. 8. Five and six particle diagrams omitted in PY II approxi­
mation. The solid lines are !-bonds; the dashed lines are e-bonds. 

VALUE INTEGRATED ---'l

l ___ \NEI~ti!"'_Ji~_~A~~S_ HARO CUIiES_ 

I 9S0 503,040 

9 25,952 102,826,368 

-10.368 - 34,338,816 

155,924,352 

FIG. 9. Five and six particle diagrams included by CHNC II 
but omitted by PY II. The solid lines are I-bonds; the dashed lines 
are e-bonds. 

the additional diagrams vanish individually. This 
suggests the conjecture that the CRNe II system is 
exact for hard rods. 

Table I shows the fifth virial coefficients for hard 
rods, squares, cubes, and spheres obtained by the 
py17 and CRN07 equations, the PY 2 and CRNC 2 
extensions given by Verlet6 and the PY II and 
CRNC II systems derived here. Where they differ, the 

TABLE I. The fifth virial coefficient for hard particles calculated 
from various integral equations. 

system 
rods squares cubes spheres 

approximation 

exact 1 3.7222 3.1597 0.1097 
PY 1 4.2361 12.4303 0.121 
PY2 1 3.639 1.701 0.107 
PYII 1 3.7222 3.2431 0.1098 
CHNC 0.800 1.8042 -6.9394 0.049 
CHNC2 1.033 4.039 5.198 0.122 
CHNCII 1 3.6656 2.0301 0.1065 

PY theory always yields a better virial coefficient than 
the corresponding CRNC theory. The more com­
plicated PY II and CRNC II systems derived here 
give better fifth virial coefficients than the PY 2 and 
CRNC 2 systems. 

Table II summarizes sixth virial coefficients obtained 
from the same theories as well as from the PY III and 
CRNC III systems, which are discussed in the next 
section. Rere the PY 2 equation gives better vi rial 

11 W. G. Hoover and J. C. Poirier, J. Chem. Phys. 38, 327 (1963); 
S. Katsura and Y. Abe, J. Chem. Phys. 39, 2068 (1963); J. S. 
Rowlinson, Proe. Roy. Soc. (London) 179, 147 (1964). 



                                                                                                                                    

934 M. S. WERTHEIM 

TABLE II. The sixth virial coefficient for hard particles calculated 
from various integral equations. 

rods squares cubes 

exact 1 3.02500 -18.8796 
PY 1 4.42000 9.2067 
PY2 1 3.020 -21.203 
PYII 1 3.11204 -13.5939 
PYIII 1 3.02500 -18.8777 
CHNC 0.70278 0.96500 -2.2133 
CHNCII 1 2.94468 -16.9473 
CHNC III 1 3.00926 -19.0401 

coefficients than the PY II equation. The fact that the 
situation is the reverse for the fifth virial coefficients 
suggests that the good sixth virial coefficients yielded 
by PY 2 may to some extent be accidental. Succes­
sively better comparisons could be made by com­
paring q6)(I2) and q6)(I23) for the exact system 
and the two approximations. 

The results obtained suggest undertaking a more 
extensive test by numerical integration of the PY II 
system. In view of the exact fifth virial coefficient 
yielded by PY II and the availability of extensive 
Monte Carlo18 and molecular dynamics19 calculations, 
the hard-disk system seems particularly appropriate 
for such a test. 

In general, the PY n (CHNC n) system yields the 
first n + 2 virial coefficients exactly. However, for 
hard particles, geometrical incompatibility off-bonds 
and e-bonds in certain diagrams can make certain 
omitted terms equal to zero, leading to a number of 
"free" exact virial coefficients. The possibilities for 
this are better, the lower the dimensionality of the 
system. They are also much better for PY n than for 
CHNC n, although the number of "free" virial 
coefficients increases sporadically with increasing n in 
both cases. For hard disks, the CHNC sequence first 
exhibits a free virial coefficient for the CHNC V 
system: Here the contribution from Z(s)CHNC(l23456) 
is zero because a disk cannot overlap six mutually 
nonoverlapping discs. 

VI. THE PY m SYSTEM 

Although there is little likelihood that the PY III 
system can be solved numerically in the near future, we 
sketch its derivation in order to illustrate how the 
method of topological analysis can be applied to 
finding a closure for Cn(l2 ... n). Only a few minor 

18 W. W. Wood, Los Alamos Scientific Laboratory Report No. 
LA-2827 (1963). 

19 B. J. Alder and T. E. Wainwright, J. Chern. Phys. 31, 459 (1959); 
33, 1439 (1960); Phys. Rev. 127, 359 (1962). 

extensions of the techniques used previously are 
needed. 

We begin by factoring giI234). After taking out a 
complete star of six g2-bonds, there remain networks of 
f-bonds attached to three white circles and a network 
of bonds attached to all four white circles. Thus 

gi1234) = a!tgla.(3) [ 1 + 11 *f*a=QsCp,'JJa) + QiI234)]. 
1.2.3.4 1.2.3.4 

(16) 

QiI234) is the sum -of connected diagrams con­
taining four white circles and having the following 
properties: there may be CC's but no AC's; there is 
no network of f-bonds attached to only a pair of 
white circles. 

At this point we could have analyzed QiI234) 
further into a sum of products of Qa's and a factor 
consisting of the sum of connected diagrams with four 
white circles and having the property that every white 
circle can be reached from every black circle by a 
path off-bonds without going through another white 
circle. However, this procedure would prove very 
inconvenient later on. 

We now classify the diagrams in QlI234) according 
to CC's. Let us first consider the case in which there 
exists at least one 2-2 CC; defined as a CC the 
removal of which splits the diagram into two con­
nected fragments, each containing two white circles, 
say 1, 2 and 3, 4. Let A be the minimal CC for the 
pair 1, 2, i.e., the CC that disconnects more black 
circles from the pair 1, 2 than any other CC while 
leaving 1 and 2 connected. Let us color A white, cut 
at A, and denote by H(l2A) the connected fragment 
containing 1, 2, and A. Since A was chosen as the 
minimal CC for the pair (1,2), A has no CC in H(I2A). 
Furthermore, there is no direct u(I2)-bond. The 
diagram is then classified according to its CC's. If 
there are no CC's, it is in XiI21 A); if there is one 
CC, say for particle 1, then we have a diagram in 
f d(B)C3(2AB)u(lB); if there are two distinct CC's 
for 1 and 2, we have a diagram in 

f dB dCCa(ABC)u(lB)u(2C). 

Finally, if the CC's of 1 and 2 coincide, then they 
must also coincide with A, since A was assumed to be 
the minimal CC of the pair (1, 2). In this case we 
obtain simply u(lA)u(2A). 

Letting D be the minimal CC for the pair 3, 4, and 
coloring D white, we obtain a similar result for the 
fragment characterized by the white circles 3, 4 and D. 
Either A and D are identical, or they are connected 
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by a u(AD) bond. Thus we can write the total 
contribution as 

t fdA dB H(ot/1A)u(AB)H(yt5B), 

where the sum runs over the three ways of partitioning 
1, 2, 3, 4 into pairs. The quantity 

u(I2) == u(I2) + p-1t5(12) 

is useful for condensing notation; it is indicated in 
subsequent figures by a zig-zag line. 

In the preceding there is one term which is sym­
metric in all four particles. It is the term 

f dAu(lA)u(2A)u(3A)u(4A), 

which actually occurs only once, whereas we have 
counted it three times. Hence twice this term must be 
subtracted. 

If there is no 2-2 CC, either four, three, two, one, 
or none of the white circles can have CC's. No two of 
the CC's can be identical since there is no 2-2 CC. In 
the case of 4 CC's we obtain 

f C4(ABCD)u(Al)u(B2)u(C3)u(D4) dA dB dC dD. 

If three of the white circles-say 1, 2, and 3-have 
CC's, we obtain 

f C4(ABC4)u(Al)u(B2)u(C3) dA dB de. 

If there are CC's for white circles 1 and 2, we obtain 
S Xi34 1 AB)u(Al)u(B2) dA dB. Here Xi12 1 34) is the 
subset of diagrams in C4(1234) with no network 
attached only to white circles 1 and 2. Similarly, if 1 is 
the only white circle with a CC, we obtain 

f Xi234 1 A)u(Al) dA. 

Here Xi123 14) denotes the subset of diagrams in 
C4(l234) containing no network attached only to any 
of the pairs of white circles 12, 13, or 23. The 
expression for Qi1234) is shown diagrammatically 
in Fig. 10. 

X 4(12 1 34) is indicated by a crescent with the 
concave part between circles 1 and 2. Xil23 14) is 
shown as a double-crescent with 1, 2, and 3 located on 
the three kinks. The symbol used for Zi1234) is 
diamond-shaped. 

We can now write down Ci1234) by noting that it 
is the f-irreducible part of g4(1234), expressing the 
latter in terms of Q4(l234) by using (16), expanding 
the g2-bonds as g2 = U + 1, and keeping terms with 

a 

Where 

+ f · ,.(""''': + <S> 
JV = ]~j;~ +;e~~ +1) 

2 2 2 

FIG. 10. Topological analysis of Q.(1234). 

enough u-bonds to make the diagram f-irreducible. 
The calculation is tedious but straightforward and 
produces a large number of terms. Since this inter­
mediate result still contains the X 4( ot/1 I yt5) and 
Xiot/1y 1 b), we do not exhibit it explicitly. 

We do not use the expressions for X 4(12 1 34) and 
Xi123 14) obtained by picking out of our expression 
for Ci1234) the subsets with no u(12)-bond, and no 
u(l2)-, u(13)-, or u(23)-bonds respectively. It is much 
si.mpler to co~struct X4.(12134) and X4(123 14) by 
dIrect topological analYSIS. We begin by constructing 
Ci1234) - g2(12)XiI2 1 34). 

Ci1234) - g2(12)XiI2134) is irreducible, has four 
white circles, and is characterized by the following 
properties: (1) there is a u(12)-bond, (2) if the u(12)­
bond is destroyed the diagram becomes reducible. 
We classify the diagrams obtained by destroying u(12) 
according to the CC's, remembering that the white 
circles 3 and 4 can be CC's for 1 and 2. The result 
obtained for [CiI234) - g2(l 2)X4(l 2 1 34)]/u(12) is 
shown in Fig. II. 

Finally, in order to eliminate the Xiot/1r 1 b), we 
must calculate either 

X4(12134) - g2(13)g2(23)X4(123 14) or 

C4(1234) - g2(12)g2(13)g2(23)Xi123 14). 

The quantity 

Ci1234) - g2(12)g2(l3)g2(23)XiI23 14) 

is the set of irreducible diagrams containing four 
white circles and having the following properties: 
(1) there are one, two, or three bonds out of the set 12, 

1 a 1 3 

I:J+I~{3 C3 +~ + 
22 4 ~d4 

a 1 

+L~3+L~2 
2 P4 2 0 

FIG. II. The result obtained for [C.(1234) - g2(12)X.(12 I 34)]/u(12) 
by topological analysis. 
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FIG. 12. The quantity H(12, 3,4). 

FIG. 13. The quantity L(123, 4). 
C3(123) == C3(123) + p- 2c5(12)c5(13). 

13, 23; (2) when all the 12, 13, and 23 bonds are 
destroyed, the diagram becomes reducible. We now 
consider the reducible diagrams obtained after 
destroying all 12, 13, 23 bonds and classify them 
according to the minimum number of bonds in the set 
12, 13, 23 which must be added in order to make an 
irreducible diagram. There are four distinct cases. 

The first set consists of all diagrams which require 
addition of at least a specific pair of u-bonds. Thus 
addition of u(13) and u(23) is required if and only if 3 
is an isolated point. Whether I and 2 have CC's 
clearly does not matter. We denote the latter set of 
diagrams by H(l2, 3,4). The expression obtained for 
H(12, 3, 4) by our usual procedure is shown in Fig. 12. 

The second set, denoted by L(123, 4), consists of the 
set of diagrams requiring addition of at least any pair 

C4(1234) - g2(12)g2(13)gz(23)X4(123 14) 

1:S a~fJa 
C4 :3 + 2: C3 C3 + 2: ~fJ 

4 2 4 :3 2:3 

2 

FIG. 14. The quantity M(12, 3, 4). 

I :3 I I 

+~+~ 
2 2 2 

FIG. 15. The quantity N(12, 3,4). 

of bonds out of the set 12, 13, 23. L(123, 4) is shown 
in Fig. 13. This set is characterized by the existence of a 
CC for each of the three white circles I, 2, and 3. 

The third set consists of all diagrams requiring 
addition of at least one specific bond. M(l2, 3, 4), the 
set of diagrams requiring addition of at least the 
u(12)-bond, is shown in Fig. 14. This set is character­
ized by the absence of a CC for white circle 3, and the 
absence of a 2-2 CC which separates 3 from both 1 
and 2. 

The fourth set consists of diagrams requiring 
addition of either of a pair of bonds. N(12, 3, 4), the 
set of diagrams needing u(13) or u(23) is shown in 
Fig. 15. The set is characterized by neither 1 nor 2 
having a CC, and the presence of a CC that separates 3 
from both I and 2. 

In terms of the quantities just defined we can now 
write 

= L H«(J.{3, y, 4)u«(J.y)U({3y)g2«(J.{3) + L(123, 4)[u(12)u(13)u(23) + L u«(J.{3)u«(J.y)] 
3 3 

+ L M«(J.{3, y, 4)[U«(J.{3)g2«(J.y)gZ({3y) + u«(J.y)u({3y)] + L N«(J.{3, y,4)[u«(J.y)u({3y) + u«(J.y) + u({3y)]g2({3(J.). 
3 3 

(17) 

The quantity Xi12134) - g2(13)g2(23)X4(123 14) is the set of all irreducible diagrams containing four white 
circles and having the following properties: (1) there is no u(12) bond; (2) there are one or two bonds out of the 
set u(23), u(13); (3) when all the u(23), u(13) bonds are destroyed the diagram becomes reducible. 

The diagrams obtained by destroying all u(12) and u(13) bonds can be classified as belonging to H, L, M; or 
N. Thus we obtain the expression 

Xi12 1 34) - g2(13)g2(23)X4(123 14) 

= [H(12, 3,4) + L(12, 3, 4) + M(12, 3, 4)]u(13)u(23) + L M«(J.3, {3, 4)U«(J.3)g2({33) 
2 

+ N(12, 3, 4)[u(13)u(23) + u(13) + u(23)] + L N«(J.3, {3, 4)u({33)g2«(J.3). (18) 
2 

Multiplying (18) by g2(12) and subtracting from (17), we obtain an alternative expression for 

Ci1234) - g2(12)X4(12 34) = u(12){L H«(J.3, {3, 4)u({33)g2«(J.3) + L(123, 4)[u(13) + u(23)] 
2 

+ M(12,3,4)[u(13) + u(23) + 1] + LM«(J.3,{3,4)u({33) + LN«(J.3,{3,4)gz«(J.3)}. 
2 2 

(19) 
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'.""" " ~ + ~ ~ 
+fr~ +fr~+~n 
FIG. 16. The relation between g,(1234) and Ci1234) obtained 

by functional differentiation. 

We can equate (19) to the alternative expression for 
[CiI234) - g2(I2)XiI2134)]/u(12) shown in Fig. 11, 
equating to zero separately terms with u(13) and u(23), 
terms with only u(13), terms with only u(23), and 
terms with neither. In every case we obtain an 
identity, i.e., a relation already obtained previously. 
This confirms the correctness of our calculation. 

As a final check, we eliminate the X4( rx.{J I yCl) and 
Xirx.{Jy I Cl)from the expression forgiI234) - C4(I234) 
obtained from Fig. 10. Of course, ZiI234) disappears 
in the subtraction. The result obtained is just the 
convolution relation between gi1234) and CiI234), 
which is obtained by double functional differentiation 
of (1) followed by clearing the expression of Cl­
functions. The result is shown in Fig. 16. The quantity 
Y4(I234) is defined by 

Y4(1234) = gi1234) - ! gs(rx.{Jy) 
4 

- ! g2(rx.{J)g2(YCl) + 2! g2(rx.{J) - 6. 
s 6 

The exact relation in Fig. 4 is used to express gs in 
terms of Cs. 

By eliminating the Xi rx.{Jy I Cl) and X4( rx.{J I yCl) from 
the relation for CiI234) implicit in Fig. 10, followed 
by setting ZiI234) = 0, we fir:ally obtain the PY III 
closure shown in Fig. 17. Cs(123) is defined ~y 
Cs(123) = Cs(123) + p-2Cl(12)Cl(13). The quantities Cs , 
X s , and g2 are retained solely for the sake of more 
compact notation. Eliminating them casts the equation 
of Fig. 17 in the form of an integral equation in C4 , 

Cs , and u. By expanding the g2-bonds as g2 = U + 1 
one verifies easily that all terms are firreducible. 

To avoid clutter, some diagrams have been drawn 
as products of two terms; the first being a connected 
diagram, the second a set of added u-bonds which make 
it irreducible. Where there are several topologically 
equivalent diagrams of u-bonds in the second factor 
we show only one, indicating the others by a sum­
mation sign. 

VII. CONCLUSION 

The method of topological analysis has been 
applied to the problem of finding a closure to supple­
ment the defining convolution relation between 

g .. (12 ..• n) and Cn(12 ... n). In the process we are 
led to define certain new quantities, namely subsets of 
the diagrams in Cn(12··· n) characterized by the 
absence of networks of fbonds between some pairs of 
white circles. Identities have been derived which 
eliminate all of the new quantities except Z .. (12 ••• n) 
which is the subset of diagrams in C .. (12··· n) 
containing no network of fbonds attached only at 
any pair of white circles. The PY n closure sets 
Z .. (12 ... n) equal to zero. The CHNC closure sums 
a certain subset of the diagrams in the true Zn(12· •. n). 

The systems of integral equations derived have 
several distinctive features. One is the appearance of 
derivatives with respect to the number density. This 
makes it necessary to advance in density from a given 
starting solution. An attractive feature of the theory 
is the fact that the number of "super-bonds" that 
appear has been maximized. The intermolecular 
potential V(ij) appears explicitly only when the 
system is integrated from p = O. Otherwise, instead 
of !(ij), the value of C2(I2; p) at the starting density 
p = Po appears in the PY II and CHNC II equations. 
This is very much in line with the original idea of 
Ornstein and Zernike,9 who introduced C2(12) as a 
kind of effective ffunction. Thus, one can advance in 

G = -3 ~ - t tx1 + ~ 0 -3 ~ 

-3~ ijI -3~ ij -4~ ~ -3f ~ -2~ ij 
+f~+~ID-~~+~J[<-~ -I] 

+L[~-X][~+~tx!+~rg: -~D] 
+ L 'to._t;F. [- ct'-v-'-O + L 0;-,:--0 - IJ + L ~ [<>:':.-:1> - IJ 
3~ 0:,'_>0 2 ''0 3V--~ d--:O 

"c ' ',', - L ,'." + L ,,' - 1 ~ [ ~--f/ I'- R 9 P J 
- ~ 4 (,.'_:~ 3 ~'-'.:t, 3 tt:--o 

@ [I'-"--f/ ~--o ] b +L c. :,'>',:-L:", +1 +L C. 
12 a 11 2 6 '0 4 

FIG. 17. The PY III closure. 
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density by numerical integration from any experi- by 
mentally determined C2(12; Po) without inquiring Qn(12· .. n) = gn(12 ... n)/ II g2(rx{3). 
into the form of the intermolecular potential. 

The procedure given in this paper can be applied 
for any number of white circles. In general one writes 

gnC12 ... n) = g~s'(12 ... n) + gn(12 ... n). 

Here g~S) is the superposition part of gn(l2 ... n), 
i.e., the part which can be factored into a product of 
gm with m < n. The terms in g~S) are obtained by 
enumerating all the ways a complete star of n-vertices 
can be broken up into complete stars of lower order 
and associating a factor gm(l2··· m) with each 
complete star of m particles. QnC12··· n) is defined 

JOURNAL OF MATHEMATICAL PHYSICS 

a<p~ 

1.2" 'n 

ACKNOWLEDGMENT 

Part of this work was performed under the auspices 
of the United States Atomic Energy Commission. 
This work was begun while the author was a visitor, 
on PRT leave from Los Alamos Scientific Laboratory, 
at Universite de Paris, Laboratoire de Physique 
Theorique, Orsay (S.-et 0.), France. The author 
wishes to thank Professor B. Jancovici, Professor 
M. M. Levy, and Professor L. Verlet for their hospi­
tality at Laboratoire de Physique Theorique, Orsay. 

VOLUME 8, NUMBER 4 APRIL 1967 

Null Fields in Einstein-Maxwell Field Theory. II 

J. R. TROLWPE 

University of Alberta, Edmonton, Alberta, Canada 

(Received 22 September 1966) 

If the propagation vector of an electromagnetic null field is proportional to a gradient, tben the metric 
tensor can be expressed in terms of only four unknown functions. In the present analysis, it is assumed 
that the divergence of this vector does not vanish. It is shown that the field equations reduce to a single 
partial differential equation. Particular solutions which represent electromagnetic and purely gravita­
tional waves are given. 

1. INTRODUCTION representations: 

Wi = er(1, 0, 0, 0), 

a i = e-r(lX, 1, (3, y), 

ei = e-T(O, 0, 1, 0), 

hi = e-r(O, 0, 0, 1). 

(1.4) 

(1.5) 

(1.6) 

(1.7) 

I N a previous discussion1 of the null electromagnetic 
field, it was convenient to introduce a tetrad 

(Wi' ai' ei , hi) of real vectors. The vectors ei and hi 
are unit and orthogonal to their respective comple­
ments while Wi and a i are null with unit inner product. 
The metric tensor, the electromagnetic tensor, and its 
dual were shown to have the following forms: 

gij = wiaj + wjai + eiej + hihj' (1.1) 

Fij = wiej - wjei , (1.2) 

The symbols IX, {3, y, and T are functions of the 
coordinates. The form of the metric was determined 
from (Ll) and the Ricci tensor Rij was computed and 
subjected to the field equation 

(1.3) 

The bulk of the analysis was carried out subject to the 
ad hoc condition W~i = 0. The reason for this 
assumption was that it is sufficient (but not necessary) 
to ensure that Wi is proportional to a gradient. If 
the latter is the case, then one can introduce coordi­
nates so that the basis vectors have the following 

1 M. Wyman and R. Trollope, J. Math. Phys. 6, 1995 (1965). 

Rij = 2wiwj . 

However, the conservation equation 

RL= ° 
can be combined with the identity 

(WiWi);j = ° 
to yield 

(U) 

(1.9) 

(LlO) 

(1.11) 
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gij = wiaj + wjai + eiej + hihj' (1.1) 

Fij = wiej - wjei , (1.2) 

The symbols IX, {3, y, and T are functions of the 
coordinates. The form of the metric was determined 
from (Ll) and the Ricci tensor Rij was computed and 
subjected to the field equation 

(1.3) 

The bulk of the analysis was carried out subject to the 
ad hoc condition W~i = 0. The reason for this 
assumption was that it is sufficient (but not necessary) 
to ensure that Wi is proportional to a gradient. If 
the latter is the case, then one can introduce coordi­
nates so that the basis vectors have the following 

1 M. Wyman and R. Trollope, J. Math. Phys. 6, 1995 (1965). 

Rij = 2wiwj . 

However, the conservation equation 

RL= ° 
can be combined with the identity 

(WiWi);j = ° 
to yield 

(U) 

(1.9) 

(LlO) 

(1.11) 
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Putting j = 1 and making use of (1.4)-(1.7), we 
conclude that 

W~i + eT
,2 = O. (1.12) 

Hence, the ad hoc condition W~i = 0 requires that 7" 

be independent of x 2• 

In the present analysis it is assumed that Wi is 
proportional to a gradient but W~i ¥= O. That is, the 
metric is of the same form as it was in the previous 
discussion but 7" is no longer independent of x2• 

2. FIELD EQUATIONS 

According to (1.1) and (1.4)-(1.7) the metric is given 
by 

{I;} = «.2 - le2T(p~.2 + YY.2), 

{I;} = «.a - lO'~.2 + (3-r.l - le2Ty(Y.3 - ~.4)' 

{1~} = «.4 - lO'Y.2 + y-r.l - le
2T P(~.4 - Y.a), 

{2;} = l~.2 + {3-r.2' {2~} = h.2 + y-r.2' 

{3;} = ~.a + e-2T( -r.l + 0'-r. 2) + (3-r.3 - y-r.4' 

{~} = Y.4 + e-2T(-r.l + 0'-r.2) + y-r.4 - p-r.a, 

gii = (I ~ e;~ ~) (2.1) b~} = l(y,a + ~.4) + {3-r,4 + y-r,a, 

y 0 0 e-2T 

A direct computation provides the following nonzero 
Christoffel symbols: 

VI} = -«.2' V3} = {~} = e-
2T

-r,2' 

{1~} = -1~,2' {:4} = -!Y.2' 

{;1} = ~T({3«,2 + ~.1 - «.s), 

{1~} = e
2T

(Y«.2 + Y.1 - «.4), 

{1~} = le2T~.2' {1~} = le
2T

Y.2' 

(133} = tP~.2e2T - -r.l' {1~} = tYY.2e2T - -r.l' 

{:4} = le
2T

({3Y,2 + ~.4 - Y.a), 

{1~} = le2T(Y~.2 + Y.a - ~.J, 

{i3} = {2~} = --r.2' 

{:3} = -{3-r.2 - -r.a, {4~} = -y-r.2 - -r.4' 

{:4} = --r.4' {4~} = --r.3' 

{i4} = -P-r.2 + -r.s , {3~} = -y-r.2 + -r.4' 

{12d = «.1 - 0'«.2 + e2T
(P«.a + Y«.4 - (3~.1 - YY.l), 

where 
0' = - 20c + e2T(p2 + y2). (2.2) 

Field equation (1.8) reduces to 

The first equation to be considered is 

R22 = -2[-r,22 - (-r.2)2] = O. (2.4) 

The first integral of (2.4) gives 

1 
- - = x2 + f(x\ x3

, X4), (2.5) 
-r.2 

where f is arbitrary. However, the metric (2.1) is 
form invariant under the group of transformations of 
the type 

x2 = x 2 + q;(xl, xa, X4). (2.6) 

Hence, there is no loss of generality in taking f == O. 
The second integration leads to 

(2.7) 

where 'II is a function of xl, xS, and X4. 
The equation R23 = 0 reduces to 

-!~;22 - {3-r,22 + 2{3(-r,2)2 = O. (2.8) 

This can be integrated [using (2.7)] to obtain 

p = ~(X2)2 + ~OIX2, (2.9) 

where the ~'s are independent of x2• Similarly, 
R24 = 0 implies 

y = 1](X2)2 + 1]oIX2, (2.10) 

the 1]'s being independent of x2
• 
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If expressions (2.9) and (2.10) are substituted into the equations R34 = 0, t(R33 - R(4) = 0, one obtains 

-(;.4 + lJ.3 + 2~V.4 + 21}V.3)X
2 + l(;0.4 + lJO.3 + 2;OV.4 + 21}OV.4)(X

2
)-2 + !;01}0(X2)-4 = ° (2.11) 

and 

-(;.3 - lJ.4 + 2;v.3 - 21}V.4)X2 + l(;O.3 - lJO.4 + 2;ov.3 - 21}ov.4)(x
2r 2 + !(;~ - 1]~)(x2r4 = 0. (2.12) 

Hence, it is necessary that ;0 = 1]0 = ° and 
(2.13) 

are harmonic conjugates. One can now consider the equations R33 = 0, Ru = ° separately. The former is 

RS3 = -2e-2V(Il.2X2 + (X) - V2v - (3;.3 + lJ.4 + 2;v.3 - 21}V.4 + 4e-2vv. I )X2 + 3(e + 1]2)(X2)2 = 0, (2.14) 

where V2 represents the Laplacian with respect to the 
variables x3 and X4. This equation gives the dependence 
of (X on x2• It implies that 

(X + 1l. 2X 2 = A + BX2 + C(X2)2, (2.15) 

where A, B, and C are functions independent of x 2• 

The integration of (2.15) gives 

(2.16) 

the a and the (Xi being functions of Xl, x3, and X4. If 
this expression for (X is now substituted in (2.14), the 
following relations are obtained: 

a = arbitrary, Ilo = -te2vV2v, 

III = -!e2V(;,3 + lJ,4) - V,l' (2.17) 

112 = ie2V(;2 + 1]2). 

This gives the dependence of (X on u, v, and v and 
since (2.9)-(2.13) imply that 

(2.18) 

then the remaining equations must determine the 
forms of v and a. 

The expressions for R44 and Rl2 lead to nothing new. 
However, the application of (2.17) and (2.18) to Rl3 
and R14 leads to 

(2.19) 

so a depends only on Xl. 

Nine of the ten field equations have now been 
satisfied. The last equation, Rll = 2e2T , takes the 
following form: 

Rll = R~12). (x2r2 + R~ll). (x2r l + R~~) 

+ R~~)X2 + R~~)(X2)2 = 2e2V(x2r2. (2.20) 

where the Ri~ are independent of x2• One can show 
that all these coefficients are identically zero with the 
exception of Rt12). The final equation is 

- 2 a,l - 6a (Xl + e2vV2 (Xo = 2e2v. (2.21) 

If the expressions in (2.17) are now substituted in (2.21) 
then we obtain the following partial differential 

equation which determines v in terms of u, v, and a: 

V2(e2VV2v) = -4 + ae-2v 

X [12(u,3 + v.4 - 2uv.3 - 2VV,4 + v. I ) - 4(a,l/a)]. 

(2.22) 

This equation can be somewhat simplified by putting 

z = X3 + ix4, W = U + iv. (2.23) 
The result is 

~(e2V 02V) + 1 
ozoz ozoz 

= !a[~ we-2v + ~ we-2V] - ievee-aVa),I' (2.24) 
OZ oz 

the bars denote complex conjugates. 

3. ELECTROMAGNETIC SOLUTIONS 

Since a is an arbitrary function of the single 
variable Xl, a reasonable ad hoc condition is to require 
that it be zero. Hence, we consider the equation 

0
2 

( 2v 02V) 1 
ozoz e ozoz = -4' 

(3.1) 

The general solution of (3.1) would involve four 
arbitrary functions; the dependence on two of these 
functions can be easily obtained. The first integration 
yields 

02V/OZOZ = e-2V [ -1zz + fez) + g(Z)], (3.2) 

whereJand g are arbitrary. IfJ(z) and g(z) are chosen 
to be identically zero, then (3.2) may be written 

02V/OZOZ = -1 exp (-2v + log zz). 

If one now puts 
- 2v + log t zz = f/J, 

then (3.4) reduces to the Liouville equation2 

02f/J/OZOZ = e<p. 

(3.3) 

(3.4) 

(3.5) 

2 A. R. Forsyth, Theory of Differential Equations (Dover Publica­
tions, Inc., New York, 1959), Vol. 6, p. 143. 
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The general solution to this equation is 

e'" = 2F'G'/(F + G)2, (3.6) 

where F and G are arbitrary functions of z and z, 
respectively. Hence, a particular solution of (3.1) is 

e2V = zz(F + G)2/4F'G'. (3.7) 

4. GRAVITATIONAL SOLUTIONS 

If we require that Rij be identically zero then the 
metric will describe a gravitational field. The only 
modification that the field equations will require 
is that the term t must be removed from (2.24). If it is 
again assumed that a is identically zero then (2.24) 
reduces to 

(4.1) 

The first integral of this equation is 

(4.2) 

This equation can also be transformed into Liouville's 
equation if either for g is zero. For example, suppose 
that g is zero. Put 

r:p = -2v + log [2f(z)], (4.3) 
and obtain 

a2r:plazaz = -e"'. (4.4) 

The general solution is 

e'" = -2F'G'/(F + G)2. (4.5) 
Hence, 

e2v = -4f(F + G?/F'G', (4.6) 

where F and G are arbitrary functions of z and z, 
respectively. 

Finally, if neither fnor g is zero then one can verify 
that another particular solution of (4.2), 

e2v = -iU + g)3ff'g'· (4.7) 

5. SUMMARY OF RESULTS 

Let u(x!, x3, x4) and vex!, x3, x4) be arbitrary 
solutions of the Cauchy-Riemann equations 

U.S =V.4' u.4 = -v.3 , (5.1) 

and suppose f, F, and G are arbitrary functions of one 
variable. The metric defined by 

gij = (! ~ (x~;e-.. ~) , 
y 0 0 (x2)2e-2V 

(5.2) 

where 

2/X = _e2vV' 2v - (U,3 + V,4 - 2UV,3 - 2VV. 4)X
2 

+ (u2 + V2)(X2)2, (5.3) 

determines: 

{J = (x2)2ue- 2V, 

y = (x2)2ve-2V, 

(i) an electromagnetic field if 

(5.4) 

(5.5) 

e2v _ [(X3)2 + (X4)2][F(x3 + iX4) + G(XS - iX4)]2 . 
- 4F'(x3 + ix4)G'(X3 _ iX4) , 

(5.6) 
(ii) a gravitational field if 

-4f(x3 ± ix4 )[F(X3 + iX4) + G(x3 
- iX4)]2 

~- . 
- F'(x3 + ix4)G'(X3 _ iX4) , 

(5.7) 
(iii) a gravitational field if 

-i[F(x3 + iX4) + G(XS + ix4)]3 
e2v = (5.8) 

F'(x3 + ix4)G'(X3 + iX4) 

In conclusion we would like to express regret of 
the lack of physical interpretations in this paper. 
However, it is hoped that these solutions may 
eventually yield some insight into the physical side of 
the picture. The solutions seem to have the unsatis­
factory property that they are not asymptotically 
flat but it is possible that a coordinate transformation 
may remedy this apparent defect. 
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Scattering from Coulomb-Like Potentials without Divergences or Cutoffs. I. 
Formalism: Generalized Lippmann-Schwinger Equations* 
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We present a general method whereby integral equations, which govern the solution to the radial 
Schrodinger equation, can be derived. The equations are quite flexible and can be arranged so as to 
define divergenceless iterative procedures. They are therefore particularly useful for Coulombic and 
singular potentials, neither of which are normally covered by the standard theory. We have carefully 
examined the standard theory as applied to Coulombic potentials; this is generally characterized by 
logarithmic divergences. We show that the standard Lippmann-Schwinger equation is no longer 
applicable and must be replaced by the corresponding homogeneous integral equation. Furthermore, 
we demonstrate that the T matrix, as conventionally defined, vanishes. Upon application of our gener­
alized integral equation, a perturbative result for the scattering amplitude is obtained without the 
appearance of divergences or cutoffs. In the case of a pure point Coulomb potential, this result agrees 
very favorably with the exact one. In the modified case, our expression, by virtue of the fact that it does 
not require knowledge of Coulomb wavefunctions, is much simpler for computational purposes than the 
standard expressions. One simple example of the application of this method to singular potentials is 
briefly discussed. 

I. INTRODUCTION 

I N this paper we present a method for obtaining 
integral equations, more general than the usual 

Lippmann-Schwinger (L-S) equation, which govern 
the solution to the radial SchrOdinger equation.1 The 
new integral equations are of particular use for those 
potentials which are not normally covered by the 
standard theory. These potentials are the Coulombic 
potentials,2 i.e., those which behave like l/r as r ~ 00, 

and also potentials which are more singular than 
1/r2 at the origin. Although one example of the latter 
class is briefly discussed (see Appendix D), in this 
paper we are concerned almost entirely with the 
Coulombic class. Our aim is to obtain integral 
equations which are amenable to an iterative pro­
cedure without introducing divergences. The dis­
cussion is limited to scattering solutions only; the 
extension to bound-state problems appears to be 
straightforward. 

Although scattering of charged particles by a point 
Coulomb potential can be solved exactly,3 diver­
gences of a logarithmic nature characteristically arise 

* The work was supported in part by the U.S. Air Force through 
the Air Force Office of Scientific Research, Contract AF 49(638)-
1389. 

t Present address: Laboratory of Nuclear Studies, Cornell Uni­
versity, Ithaca, New York. 

1 For a review of the standard theory see, e.g., T. Wu and T. 
Ohmura, Quantum Theory of Scattering (Prentice-Hall, Inc., Engle­
wood Cliffs, New Jersey, 1963), pp. 1-56. 

• The words Coulombic and Coulomb-like are taken to be 
synonymous here; they refer only to the behavior at infinity. The 
behavior at zero is always taken to be nonsingular unless otherwise 
stated. 

3 L. I. Schiff, Quantum Mechanics (McGraw-Hill Book Company, 
Inc., New York, 1955), 2nd ed., pp. 114-121. 

when the problem is attacked via the Born expansion. 
These divergences are normally associated with the 
"infinite extent" of the potential and the distorting 
effect it has upon the asymptotic form of the scattering 
solutions,4.5 (we clarify this in Sec. III). The first Born 
term, although not strictly convergent, does give the 
correct magnitude for the scattering amplitude. This 
observation led Dalitz to the conjecture that the rest 
of the Born series can be summed to give an un­
observable phase factor.4.5 A proof of this conjecture 
has recently been indicated by Weinberg,6 who used 
Feynman parametrization techniques, similar to those 
used in quantum electrodynamics, to treat the 
divergent integrals. 

In many problems of a practical nature, the pure 
Coulomb potential is modified near the origin by a 
strong short-range potential. This problem may be 
solved exactly in terms of phase shifts ~1 (see Appendix 
C).3 To obtain this result from the standard L-S 
approach or from any approach which demands 
non-Coulombic asymptotic forms, cutoffs, either in 
the range of the potential or in the number of partial 
waves, are generally employed. 7•s These phase shifts 
~l must be defined in terms of a Coulombic asymptotic 
form and must therefore be calculated using Coulomb 
wavefunctions rather than the simpler spherical Bessel 
functions. This can be a laborious and cumbersome 

• R. H. Dalitz, Proc. Roy. Soc. (London) A206, 509 (1951). 
5 C. Kacser, Nuovo Cimento 13, 303 (1959). 
6 S. Weinberg, Phys. Rev. 140, B516 (1965). 
7 M. Goldberger and K. Watson, Collision Theory (John Wiley & 

Sons, Inc., New York, 1964), pp. 259-269. 
8 J. T. Holdeman and R. M. Thaler, Phys. Rev. 139, BI186 (1965); 

W. Ford, ibid. 133, B1616 (1964). 
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task. One might hope that the problem could be 
formulated in such a way that one need only evaluate 
the purely strong interaction phase shifts 01 defined 
with respect to asymptotic plane waves, together with 
relatively simple integrals over the Coulomb potential. 
This approach has been suggested by Schiff in another 
context. 9 He was particularly interested in setting up 
a formalism whereby the electromagnetic structure of 
the pion could be most easily extracted from 7T± - ex 
scattering data, as first suggested by Hofstadter.9 
Schiff found, in a fashion directly analogous to the 
point Coulomb problem, that if a perturbation 
expansion be attempted in the Coulomb coupling 
strength, logarithmic divergences result. To circumvent 
this difficulty the use ofa physical cutoff was proposed. 
Subsequently a method was suggested by which the 
result could be made finite and cutoff independent, at 
least in first order.lo Antoinell has recently shown 
that it appears impossible to generalize this method 
consistently to all orders without introducing a model 
to describe the short-range modification of the Cou­
lomb potential. We review and give a critical discussion 
of this approach in Sec. II. 

In Sec. III we carefully examine the L-S equation 
for a Coulombic potential. We show how the integrals 
can be made convergent, in a consistent fashion, by 
defining either a summability convention or by 
choosing a definite contour in the cut complex r plane. 
In this way we are led to a homogeneous integral 
equation which we claim contains both the scattering 
and bound-state solutions for Coulombic problems. 
Although this equation may be of interest in other 
contexts,12 it is of limited value for computational 
purposes. An interesting result of this analysis is 
contained in Appendix A, where we show that the 
standard Tmatrix is zero for all Coulombic potentials! 
Since the standard formalism demands asymptotic 
plane waves, this result is not quite as surprising as it 
might first appear. 

In Sec. IV, motivated by techniques developed in 
Sec. III, we introduce a generalized integral equation 
for scattering. This equation contains two constants 
and two arbitrary functions. The two constants are 
related to the boundary conditions while the arbitrary 
functions may be chosen so as to cancel out any 
divergence introduced into the integrals by the 

9 L. I. Schiff, Pro gr. Theoret. Phys. (Kyoto), Suppl. Extra Number, 
400 (1965); R. Hofstadter and M. M. Sternheim, Nuovo Cimento 
38, 1854 (1965). 

10 This procedure has been suggested by J. S. Bell and independ­
ently by F. Gross and D. R. Yennie (private communication). 

11 J. P. Antoine, Nuovo Cimento 44, 1068 (1966). 
12 For example, in discussing the analytic properties of the solu­

tion, see S. Okubo and D. Feldman, Phys. Rev. 117,292 (1960); 
R. A. Mapleton, J. Math. Phys. 2,478 (1963); and 3, 297 (1963). 

potential. By a judicious choice of these functions, we 
are able to write down a Fredholm equation for the 
Coulombic potential which will give finite results 
when iterated. We do not discuss the convergence of 
this Fredholm series. We point out how our method 
may be used to derive, in a very simple manner, 
partial-wave Green's functions. An example of this is 
given in Appendix C, where the Coulomb Green's 
function is derived. 

An approximate expression is obtained for the 
point Coulomb scattering amplitude which compares 
favorably with the exact result. This is generalized to 
situations where the Coulomb potential is strongly 
modified at the origin. The resulting scattering 
amplitude is almost identical to that obtained from 
the standard approach as discussed in Sec. II. It 
differs in two respects: first, it is completely free from 
divergences and second, it gives a different magnitude 
for the cross section in the regions of forward scat­
tering; this latter difference is not of great importance 
in practical situations. The result is readily applicable 
to computational problems. 

We hope in a later paper to illustrate its usefulness 
by applying it to analyze recent data13 on 7T± - ex 
scattering in order to obtain the form factor of the 
pion. 

II. DIVERGENCES 

1. Example 

We motivate our approach by a review of Schiff's 
method9 for treating a Coulombic potential V strongly 
modified at the origin by a (nuclear) potential U. 
We require the following definitions and equations. 

A free wave of wavenumber k, energy E = k2(2m, 
is denoted by X and the free Green's function by Go. 
The outgoing wave solution for the nuclear part is 
given by the solution to the L-S equation 

(1) 

Subscripts i and f refer to initial and final states with 
propagation vectors k; and k f , respectively. In terms 
of a partial-wave expansion 

00 

4>i(r) = L (21 + l)jleiOIRI(r)PzC cos 0;). (2) 
l~O 

Here 0; is the angle between k; and r. Similarly Of is 
the angle between kf and r, and 0 that between k i 

and k f • 

The scattering amplitude f:(O) is defined from the 
asymptotic form of Eq. (2) (an arrow always denotes 
an asymptotic form): 

4>i(r) -+ eikr,COS6 i + (eikrjr)f;;(Oi)' (3) 

13 M. E. Nordberg and K. F. Kinsey, Phys. Letters 20, 692 (1966). 
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Demanding 

RI(r) _ (1/ p) sin (p - thT + 151) (p == kr), (4) 

we find 

j~(Oi) = ~ i (21 + 1)(e2i6Z - 1)PI(cos OJ)' (5) 
21k 1=0 

For the solution to the complete problem, we 
similarly have 

V'+ = X + Go(U + V)V'+ (6) 
and 

00 

V't(r) = ! (21 + lWei(~z+'z)SzCr)PzCcos Oi)' (7) 
1=0 

Knowing 

SI(r)_(I/p) sin (p - thT - nln2p + 1]1 + 'z), 

(8) 
we have 

j, (0.) = _1 ~ (21 + l)e2i(~zHz)p (cos 0). (9) 
tot. 2ik Z=o I. 

Here the Coulomb coupling strengthn isZe2m/k, where 
Z is the nuclear charge, and the pure Coulomb phase 
shifts are defined to be 

1]1 = arg r(/ + 1 + in). 

Directly from Eqs. (1) and (6), one can obtain the 
usual expression for scattering from two potentials. 
The complete T matrix, defined by 

(10) 

Ttj = <4>,1 U IXi) + <4>,1 V lV't). (11) 

Using (3), the Legendre polynomial expansion for 
a plane wave and the addition theorem for Legendre 
polynomials, one can show that the T matrix for pure 
nuclear scattering is 

<4>,1 U IXi) = -47Tj;;{O). (12) 

Using the formal equation 

V'+ = 4>+ + (E - Ho - U - V + iE)-lV4>+, (13) 

the second term in Eq. (11) is iterated. The first-order 
term is 

00 

<4>,1 V 14>t> = 47T ! (21 + I)PzCcos 0) 
!=o 

x fooo V(r)e2WIR~(r)r2 dr. (14) 

Each integral in (14) diverges logarithmically. That 
this divergence does not arise from an unjustifiable 

u Reference 7, p. 256. 

substitution of 4>t for V't in Eq. (11) was verified by 
Schiff. He noted that the exact result is 

00 

<4>,1 V lV't) = 47T ! (21 + I)PI(cos 0) 
!=o 

x fooo V(r)ei(~IHIHI)RISlr2 dr. (15) 

If we multiply the differential equation16 for RI by 
r 2S1 and that for S! by r2R!, subtract and integrate we 
obtain 

f V(r)R!Slr2 dr = [W(RI' SI)]~' (16) 

where a and b are arbitrary points and where we have 
defined16 

W(RI' SI) == r2[RIS; - SIR;]. (17) 

Using (4) and (8) and the fact that RI and SI are 
regular at the origin we obtain for the integral 
occurring in (15) the ambiguous result 

lim! sin (n In 2p - t}l + 'I + 151), (18) 
r-+oo k 

Schiff argues that this cannot oscillate to zero since 
that would imply no scattering. Expanding (18) in 
powers of n, we obtain the logarithmic divergence 
found in Eq. (14). Hence one seems forced to accept 
a cutoff for the integrals occurring in that equation. 

2. Removal of Divergence 

The following procedure for removing the diver­
gences in first order has been suggested.10 Schiff noted 
that subtracting the first Born Coulomb amplitude in 
the guise of an infinite sum of jl(p) does not remove 
the divergence. This is equivalent to adding and 
subtracting a term 

Ie == fooo V(r)Uqr)r2 dr; q == 2k sin2 (to). (19) 

The integrand in (14) now contains the factor 
[e2i~'R~(r) - jl(kr)]. This has the advantage that 
only terms with 151 ¢ 0 occur and one can therefore 
expect rapid convergence of the / sum. However, 
consider the asymptotic form of this factor: 

e2i6IR~(r) - j~(kr) 

_ (1/4l)[~iP(e4i61 - 1)(_1)1+1 + 2(e2i6Z - 1)]. 

(20) 

16 See Appendix B. 
10 We sometimes refer to W as a Wronskian although our 

definition differs from the conventional one by the inclusion of the 
r". Note also that a prime denotes differentiation with respect to 
the variable r (' == d/dr), except, of course, when it is used on the 
symbol r itself; in that case it refers only to a spatial point r' to be 
distinguished from the point r. 
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It is the last term oc (e2i~1 - 1) which causes the 
divergence, so we subtract it. It can be resummed to 
give a term proportional to f~(O). Hence (14) may be 
rewritten as 

1- <4>,1 V 14>t> = i (21 + I)Pl(cos 0) 
47T l=O 

X LX) V(r) [ R~e2ib1 - j; - (e2i~p-; 1)}2 dr + Ie + F, 

(21) 
where 

F == 2ikf~(O) - VCr) dr. 1 foo 
2k2 0 

(22) 

Although F diverges, it has two important proper­
ties: (1) it is purely imaginary and (2) it is linear in 
both V and f:(O). Hence when the cross section 
(oc 1 Tfi12) is computed and only terms linear in V are 
kept, the divergence (22) does not appear. We can 
therefore ignore the factor Fin Eq. (21) and write 

00 

ftot(O) = f~(O) -loCO) - 2 (21 + l)Pl(cos 0) 
1=0 

X 100 

v(r)[ R~e2ibl - n - (e2i~p-; 1)J r2 dr. (23) 

3. Remarks 

The following comments and objections are relevant 
to the above: 

(a) Sums and integrals have been freely inter­
changed although we do not have absolute conver­
gence. 

(b) The Born Coulomb term Ie, although not 
divergent, is, as it now stands, not a well-defined 
quantity. 

(c) Similarly, (18) is not well defined but it is not 
divergent. Hence the T matrix, Eq. (11), is not a 
divergent quantity, although the perturbative result 
unambiguously is. 

(d) It is possible to write an expression for the 
exact T matrix [Eq. (10)] in terms of partial waves in 
a fashion analogous to Eq. (16). One can then show 
directly that Eq. (II) is no longer valid. 

(e) Equation (11) is based upon the assumption that 
initially we have free plane waves X. Yet, for the 
final state we have used a wave of very different 
asymptotic form. Hence to be consistent, either a cut­
off should be introduced from the very beginning or 
a formalism set up with distorted asymptotic waves 
built in. 

(f) Finally, concerning the technique suggested for 
removal of the divergence, we feel that it cannot be 
entirely satisfactory until one has shown that it gives 

unique and consistent results and that there are no 
observables contained in the neglected terms. The 
very appearance of divergences sheds doubt upon 
the validity of the perturbation expansion for small n 
and large distances. The work of Antoine indicates 
that it is extremely difficult to substantiate this result 
in general even with recourse to models for U and V.n 
Note, furthermore, that the introduction of the 1/2p2 
term into the integrand for the case of a pure Coulomb 
potential introduces a divergence at the origin which 
is not easily removed. 

We complete this section by showing that a treat­
ment of the exact Eq. (15) in a fashion similar to the 
subtraction procedure outlined above leads to a 
result differing from the result quoted there, Eq. (23). 
This demonstration proves to be instructive. 

The only difference to first order in V is to replace 
Fby 

where 

K == - V(r)e-·nIn2p dr 1 foo . 
2k2 0 

(24) 

and K is the complex conjugate of K. We now show 
that not only is K not divergent but that it has an 
imaginary contribution of zeroth order. Although not 
necessary, we take for simplicity 

{

gla, r < a, 
VCr) = 

glr, r> a, 
where g == 2nk. Then 

K = !!. (2ka)-in + !!. i oo 
e-in In 2p dr . (25) 

k 1 - in k a r 

In the second term, we make the replacement y = 
log 2p. The integral then becomes 

n tOO -illY d - e y. 
k In2ka 

(26) 

This is precisely the class of integral to which lc 
belongs. In the usual sense of a Riemannian infinite 
integral, it is "almost" convergent. The strongest 
statement concerning the convergence of (26) is that 
it is Cesaro-I summableY This implies that the limit 

lim I). (1 - I.~)I) (e- i1lY
) dy (27) 

). .... 00 a A 

exists. The weakest statement and the one usually 
employed by physicists is that the integral can be 
made convergent by the use of an integrating factor 

17 E. C. Titchmarsh, Illtroduction to the Theory of the Fourier 
Illtegral (Oxford University Press, New York, 1962), Chaps. I and 
III, Sec. 10. 
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e-).illi. This corresponds to Cesaro-ex) convergence. 
The consistency of the Cesaro technique and several 
theorems concerning its use are discussed at some 
length by Titchmarsh. By definition we employ 
Cesaro-oo summability to define such integrals. We 
use this rather than the stronger statement (27) purely 
as a matter of convenience. An equivalent procedure 
is to give n a small positive imaginary part A which is 
taken to zero after integration. Another alternative 
for such integrals is to define a ray contour in the 
complex y plane; this contour is rotated from the 
real axis through the infinitesimal angle A about 
the point y = O. (The corresponding contour in the 
cut complex r plane is a somewhat complicated 
spiral.) 

Under these conditions we find that 

i (2ka)-in 
K = - - -'-----'--

k 1 - in 

= - i.. [1 + in(1 - In 2ka) + O(n2)]. 
k 

Notice that had we expanded (24) in powers of n, each 
integral would have contained the logarithmic diver­
gence, even under the above mentioned integration 
conventions. 

The result we obtain for !tot in this manner is 

-in(1 - In 2kaHftot(e) + fnCe)] 

= L (21 + l)PzC cos e) 

x LXl V(r)lR~e2i~! - j~ - 2~2 (e2i~! - 1)J r2 dr. 

(28) 

This differs considerably from the previous result. 
It is, in fact, possible to show that if (28) is to agree 
with (23) then, to second order in n, Iftotl2 = Ifnl 2

• 

This equality is clearly not valid and its "derivation" 
serves only to demonstrate that great caution must be 
taken when manipulating infinite quantities. 

Finally it should be noted that the techniques we 
have discussed here are intimately related to the 
definition of the <5 function. As an example of this 
consider the case 

VCr) = g/r == Vo(r) (29) 

in Eq. (24). We then have 

K n foo -iny d =- e y 
k -00 

= (n/k)<5(n), conventionally. 

The contour here must be defined above the real axis 
on the right-hand plane and below the real axis on the 

left (alternatively allow n -+ n + iAsgny). This result 
makes it even more apparent why a simple power 
series expansion breaks down; K is clearly not an 
analytic function of n. [Note that although K is now 
zero, (23) has lost its usefulness in that there is now 
a divergence in the integrand coming from the 
(e2i~! - 1)/2p2 term.] 

III. A NEW INTEGRAL EQUATION 

1. Standard Formalism 

We have seen that applying the standard formalism 
to Coulombic problems leads to several ambiguities 
and paradoxes. It would therefore seem appropriate 
to examine some of the underlying assumptions of the 
basic equations. 

The simplest argument for the use of an integral 
equation such as (I) is that the right-hand side is 
certainly a formal solution to the corresponding 
differential equation, hence if the integral exists the 
equation must be correct. The inhomogeneous term 
X is included to ensure the correct asymptotic form. 

Using the asymptotic form of the free Green's 
function Go(r, r'): 

-ikr 

Go(r,r,)-+_e -e-ikr"'{1 + O(r'/r)} 
47Tr 

one deduces from the asymptotic form of Eq. (1) the 
relationship of the Tmatrix to the scattering amplitude 
[see Eq. (12)]. An alternative way of seeing this and 
one that is of particular interest to us is to examine the 
integral 

fer) == J Go(r, r')U(r')cp+(r') dr'. (30) 

We require the partial-wave expansion of Go(r, r') 

where e1 is the angle between rand r'; r> means that 
«) 

the larger (or smaller) of r, r' is to be taken. We then 
have 

00 

fer) = -ik L (21 + 1)PzCcos e) 
l~O 

where 

(33) 

and 

(34) 
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For scattering solutions, we are interested in those 
11,2(r) which, to O(I/r), behave asymptotically like 
constants. Using the well-known asymptotic forms of 
RI' hill, andjl [see Eq. (4)], it is easily verified that for 
potentials which fall off faster than l/r this is indeed 
the case. In fact, to O(1/r), we find 12(r) __ 0 and 

11(r) --L"'Up')U(r')R;r'2 dr' 

= JtC':x), a const. (35) 

Whence we obtain 

eikr 00 

l(r) -- -! (21 + l)Plcos 0)ei~ll1( 00) 
r 1=0 

(36) 

This verifies the connection between the T matrix and 
the scattering amplitude [see Eq. (12)]. 

Thi& discussion gives a very definite meaning to the 
phrase "ihfinite extent" as applied to a potential. 
Potentials of the form l/rn (n > 1) certainly extend to 
infinity and cause scattering at asymptotic distances. 
However, these asymptotic scatterings do not affect 
the asymptotic form of the scattering solutions to 
O(1/r) and the result of Eq. (35) is true. The potential 
IJrn is therefore to be considered of finite extent. For 
the Coulomb potential we note that (35) is not true. 

2. Coulomb Potentials 

For Coulomb potentials we have seen that, even 
if the L-S equation were to hold, the T matrix is not 
the scattering amplitude. In fact, we noted that the 
T matrix is not a well-defined quantity, but suffers an 
ambiguity of the form of Eq. (18). 

Let us examine l(r), as defined by Eq. (30), for the 
point Coulomb potential Vo, Eq. (29). We limit 
ourselves for the moment to asymptotic values of 
l(r). 

Using a Wronskian relationship analogous to (16) 
we find that 

J1(r) = W(jl' FI ) -- (1/k) sin (n In 2p - 'YJ!), (37) 

where F! is the point Coulomb radial wavefunction. 
Clearly this technique cannot be used to evaluate 
12(r). Instead we replace the integrand in (34) by its 
asymptotic form. We then require two types of 
integrals: _ i 00 2ip'-in In 2p' dr' 

J2A = e , 
r r 

(38) 

and 

1 =J,ooeinln2P,dr' 2B , , 
r r 

(39) 

where 
12(r) = (nJk)[( -1)21+2ei 'l'12A + e- i 'l,12B ]. (40) 

It is easy to see by successive integration by parts that 
I M (r) -- O(I/r), and so can be neglected. The integral 
12B(r) is precisely of the form discussed in Sec. II 
[see Eq. (25)]. Using the procedure defined there we 
obtain 

12B(r) __ (i/n)ein In 2P. 

We therefore find that 

1 00 

l(r) - - - ! (21 + I)Plcos 0) 
PI=O 

X ei'lli! sin (p - n In 2p - tl7T + 'YJ!). (41) 

This is exactly the asymptotic form of the point 
Coulomb wavefunction. This suggests that we do not 
require an inhomogeneous term X in the integral 
equation but rather that the homogeneous equation 
can, by itself, generate scattering solutions. We now 
indicate a very simple proof of this conjecture. 

We have to show that 

FI(r) = -ik[h:1l(p)J1(r) + iz(p)J2(r)] (42) 

for arbitrary r. We have already noted that 

For 12(r) we divide the range [r, 00] into [r, R] + 
[R, 00] where we choose R so large that asymptotic 
values may be used. For the range [r, R] we use the 
Wronskian relationship; for the range [R, 00] we 
replace the integrand by its asymptotic form. Carrying 
this out explicitly [cf., Eqs. (37)-(41)], one finds that 
to O(l/R) the ambiguous R dependence cancels out. 
We can now make the R dependence arbitrarily small 
by allowing R to become arbitrarily large. We are 
then left with 12(r) = W(h\1l, FI) evaluated at r. 

Hence the right-hand side of (41) is 

h:1lWUz, F!) - j!W(h:1l , F!) = F!WU!, h:1l) (43) 

identically. 
Furthermore, W(jl' hl1l) = ilk. Q.E.D. 

3. Remarks 

(a) We have shown that the scattering solutions to 
the point Coulomb potential u~ satisfy a homogeneous 
integral equation: 

ut(r) = f Go(r, r')Vo(r')ut(r') dr'. (44) 

It should be noted that the kernel in Eq. (44) is not 
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square-integrable and therefore the Fredholm alter­
native does not apply. IS This theorem would say that 
either there is a trivial solution, Uc = 0, or there are 
solutions only for certain eigenvalues. It is, in fact, 
possible to show that (44) also gives the bound-state 
solutions. 19 Note that upon letting n ~ 0 after 
carrying out the integration, the expected free wave 
is obtained. 

(b) One can show that the way in which the infinite 
integral has been evaluated is consistent in the sense 
that the final result is independent of both the number 
of times, and the order in which, one breaks up the 
region of integration. We emphasize that the conven­
tion we have adopted for the meaning of this integral 
must be observed at all times. In Appendix A we give 
an interesting example of what can happen if this 
convention is broken. 

(c) The arguments given to derive (44) could, of 
course, have been given for the case of a regular 
potential. The only difference occurs when one 
evaluates 12(r). To O(l/R) the usual L-S equation 
results; as in the Coulomb case the R dependence can 
be made arbitrarily small by making R arbitrarily 
large. 

(d) An equation of the form (44) also holds for the 
solution to the potential (U + V). This equation is 
not very useful for computational purposes. One 
reason for this is that homogeneous equations must 
generally be solved by some self-consistent method of 
successive approximations. Another reason is the 
difficulty associated with the definition of the scattering 
amplitude, f'tot(O). As we have already remarked 
above, l1.2(r) are not asymptotically constants. This 
means that to compute f'tot(O) we must have a method 
which automatically extracts from the integrals the 
distorted phase factor. If this is not the case, we then 
have the undesirable task of having to compute 
indefinite integrals. Finally, we note that (40) essen­
tially implies that lk:fJ) = O. This is verified in 
Appendix A. This means that if the usual definition 
of the T matrix is employed there will be no scattering! 
This strange result can be understood if I Tjd2 is 
interpreted as the probability of scattering particles 
from the plane-wave state i to the plane wave state / 
by a potential V. For any Coulombic potential this 
must be zero by virtue of its unique asymptotic 
form. 

With the above discussion in mind we have 

18 s. G. Mikhlin, Integral Equations (Hindustani Press, Delhi, 
India, 1960). This reference contains several examples of homo­
geneous equations which generate a continuum of eigenvalues. 

,. C. C. Grosjean, "Formal Theory of Scattering Phenomena", 
Institut Interuniversitaires des Sciences Nuc1eaires Monographie 
No.7, Bruxelles (\960), pp. 83-89. 

investigated other possible ways of setting up integral 
equations. This is discussed in the following section. 

IV. GENERALIZED EQUATIONS FOR 
SCATTERING 

1. General Potential20 

The use of the Wronskian identity (43) in proving 
that the Coulomb solution obeys an homogeneous 
integral equation can be generalized to give other 
types of integral equations for an arbitrary potential. 
It also gives a very simple method for obtaining 
partial-wave Green's functions. 

For the radial wavefunction Rl we rewrite the 
Wronskian identity (43) in the form 

(i/k)R = (h(I)/fl)/IW(j, R) - (j/j;)hW(h(l), R), (45) 

where /1 and /2 are arbitrary functions of r. 
We show in Appendix B that from the SchrOdinger 

equation the following identity is true: 

flW(j, R) = [flW(j, R) - f{r2jR1a + f{r2jR 

- f[{(r2f{), - Ur'''il}j + 2f{r,2j']R dr. (46) 

Here, j and R may be interpreted as any solution to 
their respective differential equations. 

Using these in Eq. (45) we obtain 

.!. R[l + ikr2h(l)j{f{ - f~}J 
k fl f2 

h(l) 
= - [flW(j, R) - f{r2jR1a 

fl 

-i [f2 W(h(1), R) - f~r2h(l)Rh 

h(1) i r 
- - [{(r"in' - Ur,2fl}j + 2J;r,2j']R dr' 

fl a 

- 1. [' [{(r"i~)' - Ur'''i2}h(l) + 2f~r'2h(l)']R dr'. 
f2 Jb 

(47) 

We generalize this equation even further at the end 
of this section. 

The boundary conditions are inserted into this 
equation by the requirements to be imposed upon 
R at the points a and b which may be arbitrarily 
specified. The behavior of R at the points r = 0 and 
r = 00 can usually be obtained from general properties 
of the corresponding differential equation. Rather 
than discuss Eq. (47) in general we mention only a 
few special cases. 

(i) /1 = /2 = const; U(r) has no singularity at 

20 In this section, for ease of reading, we drop the subscript I on 
occasion. 



                                                                                                                                    

SCATTERING FROM COULOMB~LlKE POTENTIALS. I 949 

the origin worse than l/rs and is of finite extent. We 
demand 

R '"" j at r = 0, (a) 

R~(llp)sin(p - thr + b/) at r = 00. (b) 

We then obtain the usual L-S inhomogeneous 
equation 

!.. R = je-i61 + hW Ur,2Rj dr' - j Ur,2Rh(1l dr'. . ir f.oo 
k 0 r 

(48) 

This immediately verifies the partial-wave expansion 
of Go(r, r'), Eq. (31). 

For the Coulombic case our previous discussion led 
us to give the value zero to the ambiguous constant 
[W(h(l), R)]r= 00 • Procedures which introduce a cutoff 
C, eventually to be taken to infinity, are easily in­
corporated into this scheme by setting b = C. One 
then has the exact equation 

.!. R = je-i61-in In 2kO + h(l) r U r,SRj dr' 
k Jo 

-j 10 
Ur,2Rh(l) dr'. (49) 

We feel that it is to an equation such as either (49) above 
or (50) below, rather than to (48) that the work such as 
that of Kacser5 and Antoinell should be applied. 

(ii) /1 = Is = const; U(r) has no singularity at the 
origin worse than 1fr2• Choose a = b = O. Even for 
Coulombic potentials, a Volterra equation follows: 

!.. R = !. j - j r Ur,2Rh(l) dr' + h(l) fr Ur,2Rj dr'. 
k k Jo Jo 

(50) 

If this is used in a perturbative treatment, we must be 
careful to renormalize the jl at each stage. Because 
logarithmic terms will arise this is not suitable for 
Coulombic problems. 

(iii) /1' = /2; U(r) is more singular at the origin than 
1/r2, but is of finite extent. We do not discuss this in 
any detail. We point out, however, that because the 
arbitrary functions / occur in the integrand it is often 
possible to choose them in such a way that they cancel 
out any divergences arising from the singular nature 
of the potential in perturbation theory. An example 
of this is given in Appendix D. Alternatively it is 
possible to choose / to be a "regularizing function", 
i.e., a function which effectively parametrizes the 
potential in such a way that for nonzero values of the 
parameter all integrals converge while for the zero 
value, the regularized potential reduces to its original 
form. This procedure is clearly related to the pera-

tization procedure introduced by Khuri and Pais.n 
We do not discuss the connection in this paper. 

2. Point Coulomb Potential 

We have investigated the above cases for a Coulomb 
potential and have found that none of them is useful 
as far as a perturbative scheme is concerned. We find 
the only useful form to be the following. 

(iv) It ~ /2; U(r) = Vo(r); a = 0; b = 00. We 
choose 

/1 = (2kr )fn == ein In 2p 

and 
/2 = (2kr)-in == e-in In 2P. 

This choice is made for two reasons: (a) we want an 
inhomogeneous equation and so demand 

Is W(h(1), F) ~ const at r = 00; 

(b) these f's ensure convergence of the perturbative 
result. 

We obtain the following equation: 

.!.. F[1 - grh(l)j] = .!. j(2pyne-i~1 - h(l)(2prin 
k k 

X Lr[{(in - n2) - gr'}j + 2inrj'] 

X F(2p')in dr' - j(2p)in 

X loo [{(in + n2) + gr'}h(l) + 2inrh(1},] 

X F(2p')-in dr'. (51) 

Because of the smallness of g, the function (l-grh(l'j) 
has no zeros on the real axis. Hence we do not intro­
duce spurious poles if we take 

Xc == j/nln2p-i~ll(1 - grh?'.i,) (52) 

as the inhomogeneous term in a Fredholm equation 
for F. Note, further, that 

(1 - grh:'l)j/) -+ 1 at r = 00. 

Let us take Xc as the first~order approximation for 
Fl' We are only interested in the asymptotic form to 
O(1(r). In that case the second integral in (51) can be 
dropped and we need only consider the first integral. 
Keeping only terms of first order in n (or g) we find 
that the first integral contributes 

e-iqlg lor r'j~e2inln 2p' dr' 

= e-ilflg(!aoo - iOO)r'j~e2inln2p, dr'. (53) 

Ii N. N. Khuri and A. Pais, Rev. Mod. Phys. 36, 590 (1964). 
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We evaluate these integrals in accordance with the 
prescription defined in Sec. II. We then obtain 

f.
00 • 

g r r'j~e2in In 2p' dr' ----+ ;k e2in In 2kr 

and22 

g LOO r'j~e2in In 2p' dr' 

_ 24in ~ r( -2in) r(l + 1 + in) 
- g 2k2 er(t - in)]2 r(l + 1 - in) 

== (ij2k)fl' (54) 

Substituting these results back into (51) we obtain 

eiq , Fl ----+ !h:21ein In 2p + th~l'fle-in In 2p; 
hence 

00 

u.(r) = ! (21 + l)Pz(cos O)iIFzCr)eiq, 
1=0 

00 

----+ ! (21 + l)PzCcos 0) 
1=0 

X [( _l)le-i(p-n In 2pl _ f1ei(p-n In 2pl]. (55) 

We therefore identify.fz as the S matrix; the scattering 
amplitude is given by [cf. Eq. (9)] 

The exact result for.fz is the well-known factor3 

e2iq, = r(l + 1 + in)jr(/ + 1 - in). 

Using standard properties of the gamma function, 
.fz can be manipulated into the form 

.fz = [r(l + 2in) cosh (?Tn )e-2iqo ]e2iq , 

= [1 + O(n2)]e2i~,. 
We therefore see that our approximation does not 
differ from the exact result until third order. An 
alternative but possible easier way to make the 
comparison is to first sum the partial-wave series for 
N before performing the integral (we can now legiti­
mately interchange sums and integrals). In that case 
we require the integral 

Using our previously defined contour this is found to 
be23 

This gives for the scattering amplitude, 

[nj2k2 sin2 at':!)] e-in In sin" (iOIH" [r(l + 2in) cosh ?Tn]. 

Since the standard result is 

!c(O) = [nj2k sin2 (to)]e-in In sin" (!O)+irr+2i'lo 

we have verified in this particular case that ~l and 
f dr may be freely interchanged. 

3. Generalization 

In order to consider the scattering from the potential 
(V + U) we must generalize Eq. (47). We first note 
that there is nothing fundamental about starting from 
solutions of the Bessel equation; this was only done as 
a matter of convenience and because we were inter­
ested in calculational ease. The Wronskian equation 
(43) is an identity and is satisfied for any three 
functions R1 , Rll), and Sl say. Furthermore the 
identities (46) are similarly satisfied by any two 
functions Rl and Sl' say, provided the corresponding 
Schrodinger equations differ in their potentials by an 
amount V, say [to be inserted as U in Eq. (46)]. 
Choose RI and Sl as defined in Sec. II. Define two 
functions Rpl and R\21 with properties similar to 
hpl and h\21. It is then easy to show that Sz satisfies an 
equation directly analogous to (46) with jl replaced 
by Rl' h\l) by RIII, U by V, and 'fJl by ~l (== 'fJl + 
'I - 151), 

We now carry through the same type of procedure 
described above for the point Coulomb case and 
obtain to first order in g: 

Sl----+ R1ein In 2p-id, - ikRl(1)e-inln2p-id, 

X 50' Vr'2R~(2kr')2in dr'. (57) 

Asymptotically, the integral can be rewritten as 
[cf. (53)-(54)] 

roo Vr2R2(2kr)2in dr _ J... e2inln2kr. (58) 
Jo 1 2k 

Hence (57) becomes 

ei(q'+;"S
I 

----+ t R:2)ein In 2p+ib, _ tR?'e-in In 2p+ib,( _ ik) 

X !OOO Vr2R~(2kr)2in dr. (59) 

By comparing this to the desired asymptotic form of 
tp+ [see Eqs. (7) and (8)] we deduce that the scattering 
amplitude is [see Eq. (9)] 

00 
(2kjq)2in[r(l + 2in)/q] cosh ?Tn. (56) ftot(O) = - ! (21 + l)PzCcos O)e2ib , 

•• A. Erde\yi et 01., Tables of Integral Transforms (McGraw-Hili 
Book Company, Inc., New York, 1954), Vol. II, p. 342, Eq. (24) . 

• 3 Reference 22, Vol. I, p. 68. . 

1=0 
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In this form the result is not very useful. We now 
proceed in a manner very similar to that used in 
Sec. II when removing the first-order divergence. 
The integral is rewritten as 

(00 [ ( 2iJ
l 1)J Jo Vr2(2kr)2in R~e2ilil - j~ - e 2p--:' dr 

+ 1ooj~Vr2(2kr)2in dr + (e2i~k--:' 1)100 
V(2kr)2in dr. 

(61) 
The last integral can be rearranged as follows: 

100 
V(2kr)2in dr = 11i2k V(2kr)2in 

+ (00 (V _ Vo)(2kr)2in dr + (00 Vo(2kr)2in dr. (62) 
Jl/2k Jl/2k 

The first two integrals in this equation are clearly 
finite and well defined in the usual sense; we call 
their sum (ink y). Expanding the factor (2kr)2in in the 
integrands of these two integrals, we see that to the 
lowest order in n, y is real. The last integral in (62) 
can be evaluated to give 

100 2in In 2kr dr 'k ge -= I. 
1i2k r 

Collecting these results together we obtain to the first 
order in n: 

ftot(f}) = fn(1 + iny) - 1ooUqr)Vr2(2kr)2in dr 

00 
- I (21 + 1)Pz(cos 0) 

!~o 

(00 [0' (e
2iliZ 

- 1)J 
X Jo Vr2 Rze-'liz - j~ - 2p2 dr (63) 

= fn(O) - fiO) - foooUqr)(V - Vo)r2 dr 

00 
- I (21 + I)Pz(cos 0) 

z~o 

X Vr2 R~e2'liz - j~ - • dr. (64) 100 [, (e2i
b! - 1)J 

o 2p" 

Notice that in (63) and (64) we have expanded (2kr)2in 
only when the integral is convergent in the usual sense. 
The result is clearly very similar to that of Eq. (23) 
except that now y is aftnite number. We have dropped 
y in going from (63) to (64) since it does not appear to 
first order in n when the cross section (1/totI 2

) is 
computed. Another difference is to be found in the 
pure Coulomb term which we have implicitly sepa­
rated out in Eq. (64). This contains the phase factor 
e- ill1n sin' (!O); this is only significant for forward scat­
tering angles and is in general not important. 

Two further points are worth emphasizing: 
(a) Had we attempted to expand (2kr)2in in powers 

of n in Eq. (61) we would have run into the divergence 
problem and the result would become meaningless. 

(b) The procedure outlined above is no longer valid 
when V = Vo. In that case y does diverge and cannot 
be neglected since there is a corresponding divergence 
in the terms which we have kept. Equation (60) is still 
valid and it is only our particular rearraugement of the 
integral that is failing. It is not difficult to find an 
alternative procedure which can deal with this par­
ticular case. Since this case is not of great interest, we 
omit it from this discussion. 
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APPENDIX A. SOME UNUSUAL RESULTS 

We prove here that for Coulomb potentials J1( (0) = 
O. This implies [see Eq. (36)] that the T matrix, as 
usually defined, is exactly zero! We rewrite 

J1( (0) = [J1( (0) - J1(R)] + J1(R) 

and choose R asymptotically large. From (37) we have 

J1(R) ---+ (Ijk) sin (n In 2kR - 'YJ!)' 

Using the definition of J1(r), Eq. (33), we find, upon 
inserting asymptotic forms into the integrand, that 

J1( (0) - J1(R) ---+ - (Ijk) sin (n In 2kR - 'YJz). 

Making R arbitrarily large we infer that J1(00) = O. 
Q.E.D. 

We now show that from an erroneous use of the 
homogeneous integral equation, the nuclear contri­
bution to the scattering is also zero. We show in 
Appendix C that the complete scattering amplitude 
can be written as 

ftot = Ie - (lj41T)(U;.tl U + V - Vo l"Pt)· 
We substitute into the matrix element the homoge­
neous equations for both Ue and "P and obtain 

(u~tl U + V - Vo l"Pt) = (u~tl VoGt(U + V) l"Pt) 
- (u~tl Vo l"Pt) 

= O. (AI) 

Since we have "proven" above that!c = 0, we deduce 
that all scattering amplitudes are zero! 
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This "proof" breaks down, of course, because we 
have written a finite quantity on the left of (At) as 
the difference between two quantities, which, in the 
normal understanding of the bra-ket notation, would 
diverge. However, if these matrix elements are given 
their proper interpretations, namely as asymptotic 
forms of integrals, one can then show that the standard 
result, Eq. (9), follows. 

APPENDIX B. DERIVATION OF THE 
WRONSKIAN RELATIONSHIP EQ. (46) 

Let Rand j be solutions to the following differential 
equations: 

(1/r2)(r2R')' + {k2 - [/(/ + 1)/r2]}R = UR, (BI) 

(1/r2)(r,')' + {k2 
- [/(l + t)/r2]}j = O. (B2) 

Multiply (Bt) by fr 2R, (B2) by fr" subtract and inte­
grate from an arbitrary point a to another arbitrary 
point b. After performing an integration by parts, we 
obtain 

ffr~UR dr = [fW(j, R)]: - fJ'W(j, R) dr. (B3) 

Now 

fJ'r2jR'dr = [f'r2jR]! - fR[j(r~')' + J'r2j'] dr. 

Choosing b = r we therefore deduce the equation 
quoted in Sec. IV: 

fW(j, R) = [fW(j, R) - J'r~R]r=a + J'r2jR 

- f[{(r~')' - r2Uf}j + 2J'r2j']R dr. (46) 

Note that Eq. (16) is simply a special case of (46) as 
can be explicitly seen by settingf = 1. 

APPENDIX C. COULOMB GREEN'S 
FUNCTION 

As stated in Sec. IV the use of the Wronskian 
identity is very general and not in any way limited to 
the functions j and R used in the previous appendix. 
As an example of this we derive the partial-wave 
Coulomb Green's function by starting from the two 
equations, 

(l/r2)(r2F;)' + {k2 - [1(1 + 1)/r2]}FI = VoFI (Cl) 
and 

(l/r2)(r2S;)' + {k2 - [1(1 + 1)lr2]}SI = (U + V)SI' 
(e2) 

Multiply (C1) by r2S I, (C2) by r2FI' subtract and 
integrate from a to b, we then obtain 

fFI(U + V - VO)Slr
2 dr = [W(FI' S/)]:' (C3) 

Let FI and GI be the regular and irregular solutions of 
(C2) with the following asymptotic forms 

FI -+ (l/p) sin (p - n In 2p + thr - 1)1)' 

GI -+ (1/ p) cos (p - n In 2p + thr - 1)J 

One then has W(FI' GI) = ilk. We now demand that 
SI be the regular solution of (C2) with an asymptotic 
form corresponding to Fl' Using (C3) together with 
the Wronskian identity (43) we obtain 

t SI(r) = ~ FI(r)e-iC1 + GI(r) 

X I FI(r')(U + V - VO)SI(r')r,2 dr' 

+ FI(r) f" GI(r')(U + V - Vo)Slr')r,2 dr'. 

(C4) 

By summing Eq. (C4) over all partial waves one can 
obtain the formal equation 

"P+ = uri + GiU + V - Vo)"P+, (C5) 

where Go is defined as the Coulomb Green's function. 
From (C4) one can immediately deduce that 

00 

GcCr, r') = -ik 2 (21 + l)Plcos ()l)Fl(kr <)Glkr». 

(C6) 

This method for obtaining G c(r, r') is very much 
simpler than the conventional method in which this 
function is obtained from an eigenfunction expan­
sion.24 

If one now examines the asymptotic form of (C4) 
it is straightforward to deduce that the scattering 
amplitude can be written as 

ftot = fo - (1/47T)(u;',1 U + V - Vo l"Pi). (C7) 

In terms of partial waves this reduces to Eq. (9). In 
many of the standard works3 the point Coulomb 
term is subtracted out and the result is written as 

00 

ftot = fo + 2 (21 + I)PI(cos ()e2i~l(e2i'l - 1). (C8) 
1=0 

APPENDIX D. SIMPLE APPLICATION 
TO A SINGULAR POTENTIAL 

We present here a simple example to illustrate the 
usefulness of Eq. (47) in deriving integral equations 
for the singular potential U = g21r4. Let f = h = h 
be a solution to the differential equation (r'lj')'­
Ur2J = O. The solution which is finite at the origin is 

"' L. H. Hostier, J. Math. Phys. 5, 591 (1964). 
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f = e-u/r• Let us take a = 0, b = 00 and demand that 
R "-' e±ig/r at r = 0 and 

R - (lip) sin (p - !17T + b!) at r = 00. 

Using these in (47) we obtain the Fredholm equation: 

Rl = j!e-iJz + ikh~l)f 2gj;R1dr' - ikj{OO 2gh~1)'R!dr', 

where Rl == R1e-g
/
r • This equation may be iterated 

JOURNAL OF MATHEMATICAL PHYSICS 

without introducing divergences. Examining the 
asymptotic form of this equation we can immediately 
identify 

2g lOOj;R1e-u/r dr 

as the partial-wave S matrix. 
Clearly, other types of equations, such as a Volterra 

equation, may be deduced by suitable choice of the 
arbitrary parameters. 
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Conditions are given in order that the number of terms and multiplicities in the Clebsch-Gordan 
series for the exceptional groups are dependent on only one of the irreducible representations whose 
direct product is decomposed. 

ATHEOREM on the Clebsch-Gordan series for the 
classical groups was proved in a previous paper.1 

It states the necessary and sufficient conditions in 
order that the number of terms and multiplicities in 
the CG series are dependent on only one of the irre­
ducible representations, whose direct product is de­
composed. 

The method was an extension of that used by 
Vitale2 for all rank-2 groups. It has now been applied 
also to the remaining groups, namely the exceptional 
ones of rank >2. The Weyl groups in such cases do 
not always act in a simple way as in the classical 
groups, and the detailed computations which have 
been necessary appeared to be simpler in the Cartana 

formulation of the root diagrams. 
Same notations are kept as in the previous work. 

In the Appendix details are given about the com­
ponents of highest weights, their transformations 
under Weyl reflections, and the inequalities to be 
maximized with a suitable choice of the elements of 
the Weyl group. The following are the wanted 
relations: 

F(4): P1,a ~ 2p~ + 2p; + 3p~ + 4p~, 
P2,4 ~ p~ + 2p; + 3p~ + 3p~, 

1 F. Zaccaria, J. Math. Phys. 7, 1548 (1966). 
2 B. Vitale, Nuovo Cimento 44, 291 (1966), referred to in the 

previous paper as No.3. 
3 E. Cartan, Oevres completes (Paris, 1952), pp. 374ff, where the 

expressions of the fundamental dominant weights can be found. 

E(6): Pi ~ p~ + 2p; + P~ + 2p~ + 2p~ + 3p~ 
(i = 1, ... , 6), 

E(7): Pi ~ 2p; + p; + 2p~ + 2p~ + 3p~ 
+ 3p~ + 4p; (i = 1, ... ,7), 

E(8): Pi ~ 2p~ + 2p; + 3p~ + 3p~ + 4p~ 
+ 4p~ + 5p; + 6p~ (i = 1, ... , 8). 

All such results, including those for the classical 
groups, have also been obtained by Tits,4 with a 
method where the Weyl group is present through its 
general properties and acts on the root vectors. 
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APPENDIX 

The weight space is referred to an orthonormal 
system of vectors e1• 

F(4) 
Ml = PI + P2 + IPa + 2p4' 

M2 = P2 + tPa + P4' 

Ma = tp~ + P4, 

M4 = lPa, 

4 J. Tits (private communication). 
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PI ~ (SkM')z + (SkM')a + (SkM'), - (SkM')I, 

b ~ (SkM')a - (SkM')2, 

Pa ~ - 2(SkM')4, 

P4 ~ (SkM')4 - (SkM')a, 

SkM = M - (±Mi ± M;)(±ei ± e;), 

(

M - 2Miei , 

M - !(±MI ± Mz ± Ma ± MJ 

X (±el ± e2 ± ea ± e4) 

(
i,j = 1, ... ,4) 
i ¥= j , 

with the same sequence of signs in both parentheses 
of the right-hand side. 

E(6) 

MI = iPI + P2 + Ips + Ip, + iPs + 2ps, 

M2 = iPI + P2 + iPs + tp, + ips + 2ps, 

Ma = iPI + P2 + ips + 1P4 + ips + 2ps, 

M4 = iPI + b + !Ps + tp, + iPs + Ps, 

Ms = iP! + P2 + iPs + ip, + ips + Ps, 

Ms = -iPI + pz + ips + ip, + ips + Ps, 

PI ~ (SkM')s - (SkM')s, 

b ~ l[(SkM')1 + (SkM')2 + (SkM')a] 

- i[(SkM')4 + (SkM')s + (SkM')s], 

Ps ~ (SkM')2 - (SkM')lO 

P4;:::: (SkM')s - (SkM')4, 

Ps ;:::: (SkM')a - (SkM')2, 

Ps ;:::: (SkM'), - (SkM')a, 

M - (Mi - M;)(ei - e;), 

M + H!M, - M, - M; - Mk) 
SkM= I 

X (ei + e; + ek), 

M - i!M,(el + e2 + ... + es) , 

E(7) 

MI = PI + iP2 + ips + 2p, + 2ps + Ips + 3p7' 

M2 = PI + fP2 + ips + 2P4 + 2ps + Ip6 + 3P7, 

Ms = PI + fb + ips + p, + 2P5 + Ips + 3p7' 

M, = PI + fP2 + ips t p, + 2ps + iPs + 3P7, 

M5 = PI + fb + ib + p, + 2P5 + iP6 + 2P7, 

Ms = PI + fP2 + ib + p, + P5 + iPs + 2P7, 

M7 = fb + ips + P4 + P5 + ips + 2P7, 

PI ;:::: (SkM')7 - (SkM')s, 

b ;:::: (SkM')z - (SkM')I, 

Pa ~ i!(SkM')! - (SkM')s - (SkM')e - (SkM')7, 

p, ;:::: (SkM')a - (SkM')2, 

Ps ;:::: (SkM')s - (SkM')s, 

Ps ;:::: (SkM'), - (SkM')s, 

P7 ;:::: (SkM')s - (SkM')" 

M - (M; - M;)(e; - e;), 

M + (i ! Ml - Mi - M; - M k ) 

SkM= ' 
X (e; + e; + ek ), 

M - (i !M, - M.)(!e,) 
I l¢i 

E(8) 

MI = PI + l-P2 + 2Pa + Ip4 + 3p5 + l.a!!Pe + 4P7 + 5pa, 

M2 = iP2 - ip, + ips, 

Ma = -iP2 - iP4 + ips, 

M, = -iP2 - ip, - ips, 

M5 = -iP2 - ip, - ips - Pa, 

M s = -iP2 - ip, - iP6 - P7 - Pa, 

M 7 = -iP2 - ip, - P5 - ips - P7 - Pa, 

M a = -iP2 - Pa - ip, - Ps - iP6 - P7 - Pa, 

Mg = -PI - iP2 - Pa - iP4 - P5 - iP6 - P7 - Pa, 

p! ;:::: (SkM')g - (SkM')a, 

P2 ;:::: (SkM')a - (SkM')z, 

Pa;:::: (SkM')a - (SkM')7' 

p, ;:::: (SkM')2 + (SkM')3 + (SkM')4> 

P7 ;:::: (SkM')s - (SkM')5' 

Pa;:::: (SkM')s - (SkM'),. 

{

M - (M; - M;)(ei - e;), 

SkM = M - (Mi + M; + Mk)(ei + e; + ek) 

+ !(Mi + M; + Mk ) ! e, 
I 

(
i,j, k = 1, ... ,9) 
i¥=j¥=k . 
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The usual restriction on the permutational symmetry of density matrices is removed. An Nth-order 
density mll:trix of ~e~eral permut~ti~nal symmetry is reduced ~d the symmetry of the resulting p~­
order density matrIX IS found. This gIVes flse to necessary conditions for the N-representability of spm­
free density matrices. We indicate the importance of these results for symmetry under the groups GL(n), 
U(n), and SU(n). We generalize the question of N-representability to the tensor algebra, where contraction 
of tensors plays the role of reduction of density matrices. Symmetry properties of the tensors are studied 
and density matrices are considered as special cases. 

INTRODUCTION 

AMONG the many excellent papers on density-
1"'\.. matrix theory (Refs. 1 and 2 provide the 
foundations of the theory as well as a thorough 
bibliography), not one discusses the most general 
types of permutational symmetry. All are restricted 
to the two simplest cases: complete symmetry and/or 
complete antisymmetry (though some make the 
restriction only after developing important properties 
which hold for all symmetry types). It is not necessary 
to restrict one's attention to these special cases. 
Neither is it always desirable, e.g., the natural 
approach to spin-free density matrices3 is through the 
Young operators of general permutational symmetry. 

This paper lays the foundations of the theory of 
density matrices with arbitrary permutational sym­
metry. Special interest is focused on the problem of 
"percolation" of symmetry from Nth order to pth 
order under reduction; in other words, we find an 
answer to the question: What permutational symmetry 
survives in pth order after reduction from an Nth­
order density matrix of known symmetry? The solu­
tion of this problem for permutational symmetry also 
provides a partial solution for symmetry under some 
continuous groups. 

Our results provide conditions for N-represent­
ability of density matrices with general permutational 
symmetry (e.g., spin-free density matrices). Necessary 
conditions are found but sufficient conditions are 
more elusive as in the cases of complete symmetry and 
complete antisymmetry. These sufficient conditions 
are pursued in a subsequent paper, where we deal 
with the eigenvalues of various permutation adapted 
density matrices. 

• Present address: Department of Chemistry, Washington State 
University, Pullman, Washington. 

1 A. J. Coleman, Rev. Mod. Phys. 35, 668 (1963). 
S R. McWeeny, Rev. Mod. Phys. 32, 335 (1960). 
3 R. D. Poshusta and F. A. Matsen, J. Math. Phys. 7, 711 (1966). 

The Dirac bra-ket notation is used here because 
of its economy; and tensor algebra is employed 
because of its elegance. Also, it is unnecessarily 
cumbersome to confine ourselves to density matrices. 
Instead, we consider a large class of tensor operators, 
their permutational symmetry, and the effect of 
contraction on this symmetry. Density matrices are 
special cases of such tensor operators and reduction 
of density matrices is a special kind of contraction. 

Transition density matrices may have permutational 
symmetry IX on the left and another symmetry f3 on the 
right. Such density matrices correspond to transitions 
between different symmetries, e.g., different spin 
states if they are spin-free density matrices. In the 
Appendix we show how IX and f3 may differ without 
producing zero on reduction. 

1. TENSOR ALGEBRA 

A complete discussion of tensor algebra4 cannot be 
given here. The reader is assumed to have a basic 
knowledge of the subject. This section serves primarily 
to present our notation; this is done by reviewing 
the application of tensor algebra to quantum theory. 

Let U be any vector space over the complex field. 
Elements of U are called kets (written 111'») and 
represent the states of a single particle (actually there 
is some redundancy in this representation, since a ray 
is sufficient to specify a state). The elements of the 
N-fold tensor product space U: = U @ U @ ••• @ U 
are also called kets (written 111'») but they represent 
states of a collection of N particles. The dual space of 
U, denoted by ut, consists of all linear mappings of U 
into the complex field. Elements of ut are called bras 
(written (11'1); they form an alternate representation 
of the states of a particle. The dual space of U: is 

4 G. D. Mastow, J. H. Sampson, and J. Meyer, Fundamental 
Structures of Algebra (McGraw-Hill Book Company, Inc., New 
York, 1963). 
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denoted by UKr and can be shown to be given by 
UKr = ut ® Ut ® ••• ® U t . The space U~ == U::® UKr 
consists of tensors of type (N, N) (i.e., tensors which 
transform cogrediently and contragrediently in N 
indices relative to transformations of U). Elements of 
U~ are linear mappings of U:: into U~ and it can be 
shown that every such mapping is an element of U~. 
Hence all the operators of quantum mechanics5 are 
tensors in U~. 

Given a basis, {Ii), i = 1,2, ... }, of U we choose a 
basis, WI, i = 1,2, ... }, of ut such that the images, 
(i I j), are zero if i >F j and one if i = j. Then an 
arbitrary ket Itp) is expressible in the basis by means of 
its image (bra-kets) under the basis bras 

Itp) = I;)(i I tp) 

(Einstein summation convention). Further we choose 
(tp I <p) == (<p I tp)* so that 

(tpl = (tp I i)(il. 
The tensor product spaces then possess the following 
bases: 

U~ = (Ii)(jl; i = 1,2, ... ;j = 1,2, ... ), 

U:: = (li(N»; i,. = 1,2, ... ), 

Ur;.; = «f(N)/; i,. = 1,2, ... ), 

U~ = (li(N»(j(N)I; i,. = 1,2,· .. ;j,. = 1,2,' . '). 
Here, we have introduced the abbreviation i(N) for 
the set of N-ordered indices i1 , 12> ••• , iN and 

lieN»~ == IiI) 1;2) ••• liN)' 

In terms of these bases we expand an arbitrary 
N-particle ket as Itp) = li(N»(i(N) I tp), and an 
arbitrary N-particle operator as 

X = li(N»(i(N)1 X Ij(N»(j(N)I. 

The Nth-order density matrices are examples of 
tensors of type (N, N). Ordinary density matrices are 
those tensors of the simple form 1'Y)(\I"l. Statistical 
densities are weighted averages of such simple density 
matrices: 

The collection of all statistical densities forms a 
convex subsetl of U~. Transition density matrices 
have the more general form \'Y) (<I> I but are again 
tensors of type (N, N). 

2. PERMUTATIONS AND SYMMETRY 
ADAPTED SUBSPACES 

In U~ we interpret the order of one-particle kets 
(or orbitals) in terms of particle numbers. That is, 

• Creation and annihi1ation operators belong to tensor spaces of 
the form UJ+1, U§+1' etc. 

in li(N) the first particle is represented by (or occupies) 
IiI), the second by li2) and so forth. A permutation 
among these particles is denoted by 

(
1 2 ... N) 

p=t 
r l r2 ••• rN 

and we define 

p li(N» == Ii,.) Ii,..> ••. li"N)' 

in which the first particle occupies li"1)' etc., and its 
dual 

(i(N)1 p-I == (i,) ... (i".1 (il'l l, 
in which the first particle occupies (i,.J The symmetric 
group, S N, of all these permutations spans a sub­
algebra, AN, of U~. The full tensor algebra U~ is 
simple and hence contains no proper ideals. But AN 
is only semisimple and has a unique decompositionS 
(or reduction) in minimal ideals 

AN =IA". 
" This decomposition of AN induces a decomposition 

on U~: 
U~ = 11 A"U~AP, 

" P 
where A"U~AP is invariant (but not irreducible) under 
AN' The subspace A"U~AP is also an algebra (nil­
potent unless a: = (J) and is called a symmetry adapted 
subspace or subalgebra of U~. 

Density matrices for systems of indistinguishable 
particles have their permutational symmetries re­
stricted. For example, fermion density matrices lie in 
the totally antisymmetric subspace A{lN}U~A{IN}, 

boson density matrices in the symmetric subspace 
A{NIU~A{N}, and spin-free electron density matrices lie 
in A"U~AP, where ex. and {J must be of the form 
{2 p, 1 N-2p} (see Ref. 3). 

3. REDUCTION OF TENSORS 

Reduction of tensors of type (N, N) is a kind of 
contraction. For this purpose the tensor products 
li(N» are partitioned into two parts. The first p 
members, li(p» == Iii) li2) ••• lip) are considered sep­
arately from the last q members, 

li(q» == lip +1) ••• liN) (p + q := N), 

and we write 
li(N» = li(P» li(q». 

If X is any tensor of U~, the (q)-trace of X is defined 
to be 

Tr(q) X = Tr(Q) (li(N»(i(N)1 X Ij(N»(j(N)1) 

= li(p»(i(p)i(q)1 X Ij(p)i(q»(j(P)I. 

• H. Boerner, Representations of Groups (North-Holland Pub­
lishing Company, Amsterdam, 1963). 
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Hence Tr(a) is a linear mapping, 

Tr(a) : U~ __ U:. 

The group of permutations on li(P» is denoted by SIp) 

and its algebra by A(p) while the corresponding group 
and algebra for li(q» are S(a) and A(a). 

We are concerned in the following with the (q) 
trace of symmetry-adapted subalgebras A"U~AII. We 
define 

U~->P = Tr(a) (A"U~AII). 

If P = N we write U~ == A"U~AII and if p = 0 we 
write U~-->O = ug, the complex field. 

The central theorems concerning U~-p are Theorems 
4 and 5 in the following section. They are based on two 
lemmas which are given below. Theorems 2 and 3 
follow easily from the lemmas, but their proofs are 
not given because they are special cases of Theorems 
4 and 5. 

Lemma 1: U~-p is spanned by {Tr(a) (e" X nell), 
n = 1,2, ... }, where {Xn' n = 1,2, ... } is any basis 
of U~ and e" and ell are the principal idempotents of 
A" and All. 

Proof· First, note that A" = ANe" = e"AN and 
therefore U~ = e"ANU~ANeli. Second, AN contains 
the identity so that ANU~ = U~ and hence U~ = 
e" U~ell. Finally, let x E U~-p so that there exists an 
element X E U~ such that x = Tr(a) (e" Xell). When X 
is expressed in terms of the basis elements X n , the 
theorem follows. 

Lemma 2: For X E U~ and a E A(p) , then 

a Tr(a) X = Tr(a) (aX), 

(Tr(a) X)a = Tr(a) (Xa). 

Proof" Let X = I i(N»(i(N) I X Ij(N»(j(N)1 and let 

a = !apP, 
p 

where P E SIp) • Then 

a Tr(a)x = a I i(p»(i(N) I X lj(p)i(q»(j(p)1 

= ! apP I i(p»(i(N) I X Ij(p)i(q»(j(p) I 
p 

= Tr(a)! apP li(p»li(q» 
p 

x (i(N)1 X Ij(N»(j(N)1) 

= Tr(a) (aX). 

Similarly from the right. 

Theorem 1: U~-'JJ is invariant under A(p) from both 
sides. 

Proof· Let a E A(p) and let x E U~-p. Then there 
exists an X E U~ such that x = Tr(a) (eaXell). By 
Lemma 2 we have ax = Tr(a) (ae" Xell). But e" com­
mutes with every element of AN ~ A(p), so that 

ax = Tr(a) (e"aXeII) E U~->p. 

Similarly from the right. 

Theorem 2: 

Theorem 3: 

UN->p UP 
{N}{N} = {p}{p} • 

Theorem 2 applies to fermion density matrices; it 
shows that the anti symmetry of density matrices is 
preserved in all orders. Similarly, Theorem 3, which 
applies to boson density matrices, shows that the 
symmetry of density matrices is preserved in all 
orders. But what happens in the general case and 
especially what sorts of permutational symmetries are 
permitted for spin-free reduced density matrices? The 
answer is provided by Theorem 4. 

Theorem 3 provides necessary and sufficient 
conditions on reduced tensors while Theorem 2 
provides only necessary conditions (as has often been 
pointed out). Theorem 5 is a generalization of 
Theorem 3 and provides sufficient conditions for a 
class of "largely symmetric tensors." 

4. DERIV ABILITY AND REPRESENTABILITY 

A tensor x of type (p,p) is said to be N,(X,{J­
derivable if and only if there exists a tensor X of type 
(N, N) such that 

x = Tr(a) (e"XeII). 

Alternatively, x is N,(X,{J-derivable if and only if 
x E U~-p. Coleman's N-representability of density 
matrices is a special kind of derivability, namely x is 
N-representable if and only if 

(1) Tr x = I, 
(2) x 11p) = AI1p)::;" A ~ 0, 
(3) xt = x, 

{

X is N,{IN},{IN}-derivable (fermions), 

(4) x is N,{N},{N}-derivable (bosons). 
Spin-free density matrices satisfy (I), (2), and (3) but 
have more general requirements on their permuta­
tional symmetry.3 

Theorems 2 and 3 can be restated in terms of 
derivability: 

Theorem 2: x E UP is N,{IN},{IN}-derivable implies 
that x E Uftp}!lP}. That is, anti symmetry from both 
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sides is a necessary condition for N,{lN},{lN}­
derivability. 

Theorem 3: x E U; is N,{N},{N}-derivable if and 
only if x E U{~}{p}' That is, it is both necessary and 
sufficient for N,{N},{N}-derivability that x be 
symmetric from both sides. 

Simple proofs of Theorems 2 and 3 are often 
seen-these proofs rely on the fact that e(lN} and 
e{N} are primitive idempotents of AN' In general err. 
can be resolved into a sum of fa. primitive idempotents 
in infinitely many equivalent ways (Ref. 6) 

fa 
,,_ ~ a e - ~ er • 

r=1 

Hence U~ is also resolved into disjoint subspaces 

U~ =!! e~U~e~, 
r s 

r s 

(though here the subspaces are not disjoint). 
The Young idempotents are a convenient set of 

primitive idempotents. Let r denote a Young tableau 
and Pr and Nr its row and column operators,6.? then 
the Young idempotent of r is given by Er = NrPr (or 
equally well by PrNr). With r is associated the 
partition (l = {(lI, (l2,"'} (also called the shape) in 
which (ll, (l2, • • • are the lengths of the rows in the 
tableau. (By convention (l1 ~ (l2 ~ •••• ) A subset 
of the Young tableaux is sufficient for decomposition 
of AN' namely the standard tableaux. A particularly 
useful set of primitive idempotents for use in con­
tracted tensors is the set of seminormal idempotents.? 
These are defined as follows. Let E~Pl be the Young 
idempotent of A(p) constructed from the standard 
tableau which results when the integers p + I, 
P + 2, ... , N are struck from the standard tableau r. 
Then the seminormal idempotents, e~Pl are defined by: 

e~2l == E~2l, e~3l == e~2lE~3le;2l, ... , 
e~P+ll == e;plE;P+lle;pl, ... , 

e(N) = e = e(N-l)E e(N-l) 
r - r- r rr . 

The partitions of the successive tableaux obtained in 
this way are said to be embedded. 

Theorem 4: Let ~ and , be partitions of p and let (l 

and P be partitions of N, then 

UN-+P c ~ UP 
ap - ~ gC' 

M 

where the sum extends over all ~ embedded in (l and 
all , embedded in p. That is, a necessary condition 
for a tensor, x, of type (p,p) to be N,(l,p-derivable is 
that e'xe' vanish if ~ and , are not embedded in (l 

and p, respectively. 

Proof: (A) In the resolution of ell. and eP into 
primitive idempotents choose er and e. to be "adapted" 
to the chain of subgroups S N ~ S(N-l) ~ ••• ~ S(2)' 
(This choice for the primitive idempotents is equivalent 
to choosing an irreducible representation in which the 
chain is completely reduced.) That is, choose the 
idempotents with the property 

{e~ if p is embedded in r, 
e(p)ea = e"'e(p) = 

p r r p 0 otherwise. 

Here the labels p, r are taken to be standard Young 
tableaux, and p is said to be embedded in r if p results 
from r by striking off the integers p + I, P + 2, ... , N. 
For example, the seminormal idempotents have this 
property. The shape, ;, of p embedded in r is embedded 
in (l, the shape of r. Obviously, ~ = gl, ;2, ... } is 
embedded in (l if and only if ;1 :::;; (ll, ;2 :::;; (l2, etc. 

(B) By Lemma 2 we conclude that 

e(p) Tr(q) (erzUN eP.)e(p) = Tr(q) (e(p)e"UNePe(p» p rNsu prNsu 
= Tr(q) (e~U~eP.) 
c e(p)UPe(p) 
- p P" 

S eSU~ec 

S Uf" 
where ~ is embedded in (l and, in p. 

Corollary: Let rand s be two standard Young 
tableaux of N integers and let p and (J be the standard 
tableaux of p integers obtained by striking p + I, 
P + 2, ... , N from rand s. Then 

Tr(q) (e UNe) c e UPe r N s - p P '" 

where er and e p are the seminormal primitive idem­
potents corresponding to these tableaux. (The idem­
potents need only be adapted to the subgroup S(p) 
for the theorem to hold.) 

For example, let I 'Yr> ('Y. I be symmetry adapted by 
the seminormal idempotents belonging to 

HfrP3 4 
r= 

2 5 
EfJ 

and s=8 . 
7 D. E. Rutherford, Substitutional Analysis (Edinburgh University 

Press, Edinburgh, 1948). Then the successive contractions give rise to tensors 
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TABLE 1. Symmetry of Tr(q) 1'1',.><'1'.1. 
p 

,P (T 

4 ~ &f 
3 HP [¥ 
2 tE ~ 

of type (p, p) whose symmetries p, (J are given in 
Table I. 

In the special case ex = {IN} the only partition of 
p which is embedded in ex is ~ = {I Pl. Hence Theorem 
2 is a special case of Theorem 4. Similarly, if ex = {N}, 
then ~ = {p} and Theorem 4 requires that U(1){~/} £; 

Ufv){p) which establishes part of Theorem 3. To 
complete the proof of Theorem 3 we need only show 
that Ufv){p) £; U/11l1v)' This is a special case of 
Theorem 5 which we prove next. 

For the symmetry ex = {2N /2-8, 12B} of electron 
spin-free density matrices, Theorem 4 establishes that 
the pth-order reduced density matrices have symmetry 
components ~ = {2P/ 2- 8 ', }2s,}, where the possible 
values of S' are determined by the embedding 
condition. Here S is the spin quantum number of the 
Nth-order density matrix and S' that of the pth-order. 
For example, the quintet, S = 2, {2, 14}, state of a six 
electron system gives rise to a 4th-order density 
matrix with components: triplet, S = 1, {2, 12}, and 
quintet, S = 2, {14}. 

Theorem 5: Let ~ = {~1' ~2' ... } be any partition 
of p and let ex = gl + q, ~2" .. }. Then 

Up c UN .... p 
~~ - IX« , 

i.e., membership in Ufs is a sufficient condition for 
N,ex,ex-derivability. 

Proof: Uls is spanned by the basis set 

{E~p) I i(p»(j(p) I E~)t}, 

where i(p) and j(P) range over all p-tuples, p and (J 

range over all tableaux of shape ~, and E~P), E!P) are 
the corresponding Young idempotents 

E(p) = N(p)P(p) 
p p P' 

E(P)t = P(p)N(P) 
a a a· 

The theorem is proved if it is shown that every such 

basis element results from contraction of some 
element of Ut;. . 

Set E;Nl = N;N)P;Nl and note that, since ~ is 
embedded in ex according to the rule of the theorem, 
we have 

and 

p;1Ii') = P!:) + p~i» • [permutations of (q) with (p)]. 

Also 

E;Nl = E!:) + E~P) . [permutations of (q) with (p)]. 

A ket such as li(p» may contain one or more 
repeated indices, in which case a permutation of these 
indices leaves the ket invariant. The set of numbers 
Kl' K2, "', Kk which indicates how often IiI), 
li2), ••• lik ) are repeated forms a partition of p, K = 
{Kl' K2,"'} called the invariance of li(p». If 
E(p) is applied to li(p» the result vanishes unless K 

equals ~ or precedes ~ in dictionary orders [because 
li(p» may not be anti symmetrized in more indices than 
are distinct]. We consider all invariance types K in 
dictionary order from ~ to {I Pl. 

Case 1: Let K = ~. Then define 

li(N» = li(p» IiI) IiI) ... IiI) 

so that a permutation of (q) with (p) will either leave 
li(N» unchanged or create a ket li'(p» li'(q» in 
which li'(p» has invariance greater than ~. Then 

and 

Tr(q) (E;Nl I i(N»(j(N) I E~Nlt) = E!:) li(p»(j(p)1 E!!')t, 

where i(p) and j(p) have invariance K. The tensors of 
this type are called type one. 

Case 2: Let li(p» have invariance K', the first 
predecessor of~. Then define li(N» = li(p» IiI) ... IiI) 
so that a permutation of (q) with (p) either leaves 
li(N» unchanged, gives a ket of invariance K as in 
Case I, or gives a ket of invariance greater than ~. 
Then 

Tr(q) (E~Nl li(N»(j(N)1 E~Nlt) 
= E~P) li(p»(j(p)1 E~)t + tensors of type one 

for j (p) having invariance K or K'. The tensors of type 
one can be subtracted from both sides of this equation, 

8 Dictionary order is defined in the following way. If Kl '# gl 

then K precedes g if Kl < gl; if Kl = gl but KS < g2' then again K 

precedes g, and so forth. For example, {I, I, I, I} < {2, I, I} < 
{2, 2} < {3, I} < {4} and {I, I, I, I, I} < {2, I, I, I} < {2, 2, I} < 
{3, I, I} < {3, 2} < {4, I} < {5}. 
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thus showing the existence of a tensor in U:,. which 
gives on contraction 

where i(p),j(P) have invariance I( or 1('. 
In a similar way this result can be extended to 

1(", ... , {I, 1, ... , I}. Thus every basis element of 
Urs is an element of U:"~1> . 

If oc = {N}, Theorem 5 establishes that U{;,}{1>} S 
U{;.,}&} which completes the proof of Theorem 3. 

5. SYMMETRY UNDER GL(1I), U(n), AND SU(n) 

The preceding results concerning symmetry under 
SN bear directly on symmetry under GL(n) and several 
of its subgroups, e.g., U(n) and SU(n). Let the ket 
space U have fipite dimension and denote this 
dimension by n. The groups GL(n), U(n), and SU(n) 
are the matrix groups of all nonsingular, all unitary, 
and all unitary unimodular n X n matrices. Clearly 
these n X n matrices are irreducible. 

Now, consider UN and the transformations induced 
on UN by transformations on U. These induced 
transformations are N-fold Kronecker products of 
the original defining matrices and have dimension nN • 

They are not irreducible. The complete reduction of 
UN is carried out with the symmetric group algebra. 

A proof of the reducibility of UN and a derivation 
of its irreducible subspaces cannot be given here (but 
see Ref. 6). Briefly the proof rests on the following: 
If e is a primitive idempotent of AN, then eUN is 
either zero or an irreducible subspace under GL(n). 
Conversely if R is an irreducible subspace of UN then 
a primitive idempotent of AN exists such that R = eUN. 
Moreover, all integral representations of GL(n) are 
obtained in this way and two irreducible representa­
tions are equivalent if and only if the corresponding 
idempotents e, e' are equivalent. Lastly, an irreducible 
representation of GL(n) remains irreducible when the 
matrices are restricted to certain subgroups, e.g., 
U(n) and SU(n). 

Let ~ be a primitive idempotent of AN. Then ~UN 
generates an irreducible representation of GL(n). 
Since equivalent representations correspond to equiv­
alent idempotents, the partitions oc characterize 
irreducible representations up to equivalence. Let fiX 
be an irreducible representation of GL(n) and let I'P) 
be a ket of this symmetry. Then I'P) E e"UN. Further, 
if Tis a tensor of type (N, N) and if Ttransforms under 
GL(n) according to irreducible symmetries r" from 
the left and r ll from the right, then T E U~. Theorem 4 
indicates that contraction of Tto type (p,p) produces 

a tensor which transforms under GL(n) according to 

from the left and 

rr=II" 
Cell 

from the right. Here ~ c oc means ~ embedded in oc. 
The same remarks apply to U(n) but for SU(n) some 

of the representations r", r ll are equivalent when 
oc ~ (J. In order that the preceding remarks concerning 
GL(n) should also apply to SU(n), one need only note 
that two irreducible representations r" and rll are 
equivalent if oc = {J or if oc differs from {J by having one 
or more columns of length n appended (on the left, of 
course). For example, let n = 4, then {2, 1, l} I"-.J 

{3, 2, 2, I} since 

One gets all the irreducible representations of SU(n) 
by considering only such partitions, oc, that have less 
than n rows, i.e., oc = {ocl , OC2, ••• , OCn-I}. 

6. CONCLUSIONS 

Theorem 4 places important necessary conditions 
on spin-free reduced density matrices. The restrictions 
confine the pth-order density matrices to a subspace 
of the tensor space U;. A relatively small fraction of 
the partitions of N - 1 are embedded in a given 
partition of N. Hence Theorem 4 places strong 
conditions on the (N - I)st-order density matrices. 
Relatively larger fractions of the partitions of N - 2, 
N - 3, etc. are embedded in a given partition of N. 
Hence the conditions imposed by the theorem become 
weaker as the reduction is continued. When p = 2, 
the two partitions {I, I} and {2} are both embedded in 
a given oc of N unless oc = {IN} or oc = {N}, so that 
the theorem is weak indeed. Finally, when p = 1 the 
trivial partition {I} is embedded in every oc of N so 
that the theorem imposes no restriction. 

There is, however, an indirect restriction on Ist- and 
2nd-order density matrices imposed by this theorem. 
This arises because of the one-one correspondence 
between 1st order and (N - I)st order, and between 
2nd order and (N - 2)nd order. These cases of 
p = N - 1 andp = N - 2 are the very ones in which 
Theorem 4 imposes the strongest conditions. Hence 
one may yet expect Theorem 4 to give useful conditions 
on first and second order spin-free density matrices. 
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This aspect of the problem is to be considered in a 
later paper. 

Theorem 5 provides sufficient conditions for N,­
ex,ex-derivability. If these are combined with conditions 
which guarantee that a tensor of type (N, N) be a 
density matrix, we have sufficient conditions for 
N,ex,ex-representability. The allowed spin-free sym­
metries of electron systems have no more than two 
columns. Hence the only application of Theorem 5 
to density matrices is Ur;:;hl) 2 Ufl.l){l.1) • This 
suggests that every "triplet" 2nd-order density matrix 
is 3, "doublet" -representable. Unfortunately this is 
not true, because one of the conditions that a (3, 3)­
type tensor be a spin-free density matrix is that the 
two structures 

tIP and ~ 
have the same weight.3 Hence the contraction of such 
a density matrix has both {I, I} and {2} symmetry. In 
other words the theorem gives sufficient conditions 
for N,ex,ex-derivability of tensors but not for N,ex,ex­
representability of density matrices. 

Theorems 4 and 5 completely answer the problem 
of the permutational symmetries of reduced tensors. 
The corollary of Theorem 4 shows the way in which 
one should resolve a tensor into symmetry adapted 
components so as to be able to specify its symmetry 
components after reduction. The necessary and 
sufficient conditions for N,ex,tl-derivability are not to 
be found in permutational symmetry. Instead, one 
must look at the influence of symmetry on other 
properties. 
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APPENDIX 

In this appendix we are concerned with those 
spaces U~--+']) which vanish because ex and tl are 
"incompatible" symmetries for contraction to order p. 
As regards density matrices, this corresponds to a 
type of "forbidden transition." The expectation value 
of any p-particle operator between states of symmetries 
ex and tl vanishes if U~--+']) = O. 

The kernel of the mapping Tr(q): U% -+- U; consists 
of those tensors of type (N, N) whose (q)-trace vanish. 
The kernel of Tr(q): U~ -+- U; may consist of the 
entire algebra U~ if the partitions ex and pare 

sufficiently far removed in dictionary order. The 
special case U~--+o is trivial since U~--+o = ~"Jpg. The 
general case can be studied with the following. 

Lemma: Let 1T E S(q) and let X E U%, then 

Tr(q)X = Tr(q) (1TX1T-1). 

Proof' The proof follows easily from the definitions. 

Theorem: U~--+']) = 0 if ex and p cannot yield the 
same shape ~ on deletion of p cells. 

Proof: Instead of the standard tableaux, use the 
"anti-standard" tableaux (those in which the integers 
descend from left to right and top to bottom) to form 
seminormal idempotents which can then be adapted to 
the subgroup chain on the last integers 

SN :::> ••• :::> S(q) :::> ••• {I, (N - 1, N)} :::> 1. 

Consider the element x E erU%e. in which er and e. are 
seminorma1 units adapted to S(q). Then epx = xea = x, 
where p and (j are the anti-standard tableaux which 
result when the integers 1, 2, ... , p are struck from 
rand s. Now 

Tr(q) x = Tr(q) (xea), 

the idempotent ea is an element of A(q) and thus can be 
written as 

ea = ! C,,1T, where 1T E S(q). 

" 
By the Lemma we have 

Tr(q) x = ! c" Tr(q) (X1T) 

" = ! c" Tr(q) (1TX) 

" = Tr(q) (eax). 

But eaep' and therefore eax, vanishes unless (j = p. 
Hence U~--+']) vanishes if there is no shape ~ of q 
embedded in both ex and p. This proves the Theorem. 

The Theorem has important applications to spin­
free density matrices. Consider a spin-free transition 
density matrix of a six nucleon system, between 
symmetries ex = {3, 3} (e.g., spin quantum number, 
S = t and isospin quantum number, T = l) and 
p = {2, 14} (e.g., spin quantum number, S = 1 and 
isospin quantum number, T = 2). Deletion of two 
cells from each of ex and p produces the shapes 
~ = {22}, {3, I}, and, = {2, I2}, {14}. Since there is no 
pair ~ = " the 2nd-order spin-free density matrix 
vanishes. Hence no two-particle spin-free force 
produces a transition between states of symmetries ex 
andp. 
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Elementary parameter-differentiation techniques are developed to systematically derive a wide variety 
of operator identities, expansions, and solutions to differential equations of interest to quantum physics. 
The treatment is largely centered around a general closed formula for the derivative of an exponential 
operator with respect to a parameter. Derivations are given of the Baker-Campbell-Hausdorff formula 
and its dual, the Zassenhaus formula. The continuous analogs of these formulas which solve the 
differential equation dY(t)/dt = A(t) Y(t), the solutions of Magnus and Fer, respectively, are similarly 
derived in a recursive manner which manifestly displays the general repeated-commutator nature of 
these expansions and which is quite suitable for computer programming. An expansion recently obtained 
by Kumar and another new expansion are shown to be derivable from the Fer and Magnus solutions, 
respectively, in the same way. Useful similarity transformations involving linear combinations of 
elements of a Lie algebra are obtained. Some cases where the product eAeB can be written as a closed­
form single exponential are considered which generalize results of Sack and of Weiss and Maradudin. 
Closed-form single-exponential solutions to the differential equation dY(t)/dt = A(t) Y(t) are obtained 
for two cases and compared with the corresponding multiple-exponential solutions of Wei and Norman. 
Normal ordering of operators is also treated and derivations, corollaries, or generalization of a number 
of known results are efficiently obtained. Higher derivatives of exponential and general operators are 
discussed by means of a formula due to Poincare which is the operator analog of the Cauchy integral 
formula of complex variable theory. It is shown how results obtained by Aizu for matrix elements and 
traces of derivatives may be readily derived from the Poincare formula. Some applications of the results 
of this paper to quantum statistics and to the Weyl prescription for converting a classical function to 
a quantum operator are given. A corollary to a theorem of Bloch is obtained which permits one to 
obtain harmonic-oscillator canonical-ensemble averages of general operators defined by the Weyl 
prescription. Solutions of the density-matrix equation are also discussed. It is shown that an initially 
canonical ensemble behaves as though its temperature remains constant with a "canonical distribution" 
determined by a certain fictitious Hamiltonian. 

1. INTRODUCTION 

OPERATOR identities, expansions, and solutions 
to differential equations occur widely in quantum 

physics and have been derived with the aid of a 
variety of abstract or complicated methods. These 
include functional analysis, Lie algebra theory, the 
Feynman ordering-operator calculus, l the commutator 
superoperator, special function theory, and special 
methods which appear to be of limited use. Although 
we do not doubt the power and usefulness of some 
of these methods, it is interesting to see what may be 
accomplished with a few simple but versatile tools. 
One of these tools, the parameter differentiation of 
quantum-mechanical linear operators, has been in­
structively discussed by Aizu.2 However, that treat­
ment is confined to obtaining matrix elements and 
traces involving derivatives. We are here particularly 
interested in identities involving operators themselves, 
especially exponential operators. A device which we 
make extensive use of in establishing identities 
involving exponential operators is to require that 

1 R. P. Feynman, Phys. Rev. 84, 108 (1951). 
I K. Aizu, J. Math. Phys. 4, 762 (1963). 

both sides of an equation satisfy the same first-order 
differential equation and the same initial condition. 
We refer to this tool as the differential equation method. 

Another device, used to obtain results for general 
operator functions from those involving exponential 
operators, is to assume that the general functions can 
be expressed as linear combinations of exponential 
operators. We refer to this tool as the method of linear 
superposition. Special cases of it are Fourier and 
Laplace series or integrals. This procedure is often 
easier to apply than the often-used method which 
constructs general functions from linear combinations 
of powers of operators,3 but the set of functions which 
may be represented by either method appears to be 
the same. Using mainly these tools, we intend to 
derive a variety of scattered results in a concise 
systematic' and elementary manner which many 
physicists may find easier to understand. Nevertheless, 
we believe that we have occasionally obtained a new 
application or generalization of a known result. 

• W. H. Louisell, Radiation and Noise in Quantum Electronics 
(McGraw-Hill Book Company, Inc., New York, 1964), Chap. 3, 
p.98. 

962 
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Although everyone knows how to differentiate an 
ordinary exponential function, it is not widely realized 
that a general closed formula exists for the derivative 
of an exponential operator with respect to a parameter. 
[See Eq. (2.1) of Sec. 2.] We believe that this formula 
is sufficiently simple and useful that many physicists 
and applied mathematicians can profitably commit 
it to memory. In Sec. 2, this formula is verified by the 
differential equation method and compared with 
formulas of Feynman1 and Kubo.4 A basic lemma is 
derived which displays the formal correspondence 
between parameter differentiation and commutation. 
The concept of differentiation with respect to an 
operator is also discussed. In Sec. 3, Eq. (2.1) is shown 
to be of use for problems in equilibrium quantum 
statistics. In Sec. 4, Eq. (2.1) and the differential 
equation method are used to easily derive the Baker­
Campbell-Hausdorff (BCH) formula.5 This important 
formula determines Z such that eAeB = eZ is identi­
cally satisfied. A good review of the history of this 
formula is given by Weiss and Maradudin. 6 A formula 
of Zassenhaus,7 said to be the dual of the BCH 
formula, is also derived in Sec. 4 in a similar manner. 
This formula expresses eA +B as an infinite product 
of exponential operators. A number of examples 
of the type of problem which exploits the BCH 
formula occur in connection with the Weyl prescrip­
tion for converting a classical function to a quantum 
operator. This is described in Sec. 5. A more direct 
derivation of a useful formula recently obtained by 
Daughaday and Nigam8 is given there, while inter­
esting theorems of McCoy,9 Moyal, and Wigner10 are 
stated without proof. 

In Sec. 6, a definition of a Lie algebra is given and 
examples of various Lie algebras which occur in 
quantum mechanics are given. Similarity transforma­
tions involving operators which are linear combi­
nations of Lie elements (denoted LCLE) are readily 
obtained by the differential equation method. The 
results may be used to "change the representation" in 
quantum-mechanical problems, and are also used 
in Secs. 7, 8, and 10. In Sec. 7, Eq. (2.1) and the 

• Lectures in Theoretical Physics R. Kubo, W. E. Brittin, and L. 
G. Dunham, Eds. (Interscience Publishers, Inc., New York, 1959), 
Vol. I, p. 139, Eq. (2.17). 

5 J. E. Campbell, Proc. London Math. Soc. 29, 14 (1898); H. F. 
Baker, ibid. 34, 347 (1902); 35, 333 (1903); 2, 293 (1904); 3, 24 (1904); 
F. Hausdorff, Ber. Verhandl. Saechs. Akad. Wiss. Leipzig, Math.­
Naturw. KI. 58, 19 (1906); N. Jacobson, Lie Algebras (Interscience 
Publishers, Inc., New York, 1962), Chap. 5, p. 170. 

6 G. H. Weiss and A. A. Maradudin, J. Math. Phys. 3, 771 (1962). 
7 W. Magnus, Commun. Pure Appl. Math. 7, 649 (1954). 
8 H. Daughaday and B. P. Nigam, Phys. Rev. 139, BI436 (1965). 
9 N. H. McCoy, Proc. Math. Acad. Sci. U.S. 18, 674 (1932). 
10 J. E. Moyal, Proc. Cambridge Phil. Soc. 45, 99 (1949); E. 

P. Wigner, Phys. Rev. 40, 749 (1932); C. L. Mehta, J. Math. Phys. 
5, 677 (1964). 

differential equation method are used to obtain 
closed-form expressions for Z = In (eAeB ) for certain 
cases where A and Bare LCLE's. Generalizations of 
formulas obtained by Sackll and by Weiss and 
Maradudin6 are obtained. A corollary to a theorem 
of Bloch12 is also derived which is useful for obtaining 
harmonic-oscillator thermal averages of general 
operator functions. 

In Sec. 8, we obtain solutions to the important 
operator differential equation, dY(t)/dt = A(t) Yet). 
In Sec. 8.1, we obtain the Magnus7 and Fer13 solutions 
in a manner similar to that used to derive the BCH 
and Zassenhaus formulas, respectively. It should be 
noted that all four of these formulas are derived by a 
recursion procedure which manifestly displays the 
repeated-commutator nature of these expansions and 
which is quite suitable for computer programming. 
An expansion recently obtained by Kumar14 and 
another new expansion are shown to be derivable 
from the Fer and Magnus solutions, respectively, in 
the same way. Both of these expansions may be more 
suitable than the Zassenhaus expansion for certain 
purposes. In Sec. 8.2, Lie algebraic solutions in terms 
of a single exponential are obtained and compared 
with corresponding multiple-exponential solutions of 
Wei and Norman.15 In Sec. 9, solutions of the density 
matrix equation, Eq. (9.1), are discussed. It is shown 
that an initially canonical ensemble behaves as though 
its temperature remains constant with a "canonical 
distribution" determined by a certain fictitious 
Hamiltonian. 

In Sec. 10, a collection of old and recent results 
involving normal ordering of operators are efficiently 
derived with the aid of the results and methods of 
previous sections. Derivations, corollaries, or general­
izations of formulas obtained by Louisell,3 Heffner 
and Louisell,16 Schwinger,17 McCoy,18 Kermack and 
McCrea,19 and Cohen20 are given. In Sec. 11, higher 
derivatives of exponential operators are treated with a 
formula due to Poincare. 21 [See Eq. (10.1).] Although 

11 R. A. Sack, Phil. Mag. 3, 497 (1958). 
12 F. Bloch, Z. Physik 74, 295 (1932). 
13 F. Fer, Bull. Classe Sci. Acad. Roy. Belg. 44, 818 (1958). 
14 K. Kumar, J. Math. Phys. 6, 1928 (1965). 
1. J. Wei and E. Norman, J. Math. Phys. 4, 575 (1963). 
16 H. Heffner and W. H. Louisell, J. Math. Phys. 6, 474 (1965). 
17 Quantum Theory of Angular Momentum, J. Schwinger, L. C. 

Biedenharn, and H. van Dam, Eds. (Academic Press Inc., New 
York, 1965), pp. 274-276. 

18 N. H. McCoy, Proc. Edinburgh Math. Soc. 3, 118 (1932). 
19 w. O. Kermack and W. H. McCrea, Proc. Edinburgh Math. 

Soc. 2, 220 (1931). 
20 L. Cohen, J. Math. Phys. 7, 244 (1966). 
.. H. Poincare, Trans. Cambridge Phil. Soc. 18, 220 (1899); see 

also R. Bellman, Introduction to Matrix Analysis (McGraw-Hili 
Book Company, Inc., New York, 1960), p. 103, Ex. 43. This formula 
is the basis of resolvent theory. See, e.g., Messiah, Ref. 48, Chap. 16, 
Sec. 3, p. 712. 
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even greater formal efficiency may be obtained 
with the Feynman ordering-operator calculus,1 we 
have preferred to use the Poincare formula since it is 
more firmly rooted in classical analysis and since it 
readily permits one to differentiate general operator 
functions in a concise manner. It is shown to provide 
a compact alternative for the derivation of formulas 
of the type derived by Aizu.2 We note that such for­
mulas may be used to derive all of the interesting sum 
rules and hypervirial theorems treated in a recent paper 
by Morgan and Lafidsberg.22 

2. DERIVATIVE OF EXPONENTIAL 
OPERATOR 

If the operator H is a function of a parameter A, 
H == H(A), then 

.! e-PH = _ (P e-(P-u)H oH e-uH duo (2.1) 
0..1. Jo OA 

This identity (aside from notation) has been derived 
and used by Snider in treating a quantum Boltzmann 
equation.23 Snider's derivation was based upon the 
commutator superoperator and an integral repre­
sentation for the beta function. The present author 
found Eq. (2.1) independently by employing the pa­
rameter-differentiation technique explained by Aizu,2 

together with the well-known expansion24 

eABe-A = B + [A, B] + (1/2!)[A, lA, Bn + .... 
(2.2) 

The author has applied Eq. (1) to the calculation of 
the polarizability of a one-dimensional NaCllattice.25 

Equation (2.1) has also been obtained recently by 
Kumar,26 but the full generality of the result is not 
obvious in that treatment. 

Like any operator identity, Eq. (2.1) may be 
verified by showing that the matrix elements of both 
sides of the equation are the same in some suitable 
representation. This may be done, using Aizu's 
techniques,2 by choosing a representation in which 
H(A) is diagonal. However, an easier method is to 
show that both sides of the equation satisfy the first­
order differential equation 

[oF(P)loP] + HF(P) = -(oHloA)e-PH, (2.3) 

with the initial condition F(O) = O. 

II D. J. Morgan and P. T. Landsberg, Proc. Phys. Soc. (London) 
86,261 (1965). 

• 8 R. F. Snider, J. Math. Phys. 5, 1586 (1964), Appendix B. 
U See, e.g., Louisell, Ref. 3, p. 101, Eq. (3. 14). 
•• R. M. Wilcox, National Bureau of Standards Report (1964). 
•• Reference 14, Eqs. (46) and (AI). 

A special case ofEq. (2.1) is an identity of F eynman, 27 

[!!:.. ea+<p] = (1 eU-s)apesa ds, (2.4) 
de <=0 Jo 

where ex and P are independent of e. Equation (2.4) 
has been obtained by Feynman by means of his 
ordering-operator calculus, and this method may 
also be used to derive Eq. (2.1).28 Also, Eq. (2.1) may 
be obtained from Eq. (4) by considering the Taylor 
expansion 

H(A + e) = H(A) + e(oHloA) + O(e2). 

However, Eq. (2.1) is a more convenient form to use 
than Eq. (2.4), particularly for differential equations. 

An identity of Kubo is a corollary of Eq. (2.1).4 

[A, e-PJe ] = -J: due-(P-u)Je[A, Je]e-uJe. (2.5) 

In Eq. (2.5), A and Je are arbitrary operators. This 
identity has had much use in the theory of irreversible 
processes. Like Eq. (2.1), it is easily established by the 
differential equation method, as Montroll has noted.29 

It may also be derived from Eq. (2.1) by making the 
similarity transformation 

H(A) = elAJee-·tA, 

-PH AA -pJe -AA e =e e e . 
(2.6) 

Conversely, Eq. (2.1) follows from Eq. (2.5) by setting 
Je = H(A) and A = 010..1.. Another form of Eq. (2.5), 
obtained by setting P = -itlli, occurs as the solution 
to the Heisenberg equation of motion, A(t) = 
ili-1 [Je, A(t)], for Je independent of t. A generalization 
to the case where Je is time dependent may also be 
readily established by the differential equation 
method.30 

Equations (2.1) and (2.5) may be used to derive a 
useful basic lemma. 

Lemma: If [A, H(A)] = oHloA, then [A,f(H)] = 
of (H) 10..1.. (Note: in the language of Lie algebra, A is 
said to be the generator of an infinitesimal transforma­
tion due to a change in the parameter A.) 

Proof: Equations (2.1) and (2.5) imply this result 
for the special case where f(H) = e-PH, while the 
general case easily follows by the method of linear 
superposition. 

27 Reference 1, Eq. (6). A related identity occurs in R. Karplus and 
J. Schwinger, Phys. Rev. 73, 1025 (1948), Eq. (I. 8) . 

• 8 The author is indebted to Dr. J. H. Shirley for pointing this 
out to him. 

S. E. Montroll, in Lectures in Theoretical PhysiCS, W. E. Brittin, B . 
W. Downs, and J. Downs, Eds. (Interscience Publishers, Inc., New 
York, 1961), Vol. III, p. 259, Eq. (X1.6) . 

80 See, e.g., R. L. Peterson, Rev. Mod. Phys. 39, 69 (1967), Eq. (23) • 
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Another kind of differentiation which frequently 
occurs in quantum physics is the differentiation of an 
operator by an operator. This may be defined by 
means of parameter differentiation as follows. 31 Let 
HE H(Ql, Q2' ... ,QJ be a function of the 
operators Ql' Q2' ... , Qn which need not commute 
with each other. Then the operator derivative with 
respect to Q i is defined by 

oH . oH 
oQj E ~~ oA (Ql'···' Q; + A,···, Qn)· (2.7) 

From Eqs. (2.1) and (2.7), it follows that 

oe-PH iPd -<P-u)H oR -uH --= - ue -e. 
oQ; 0 OQi 

(2.8) 

The above basic lemma is also clearly valid with 
A replaced by Qi. To obtain a familiar result which 
we make use of later, let A = q, H = p, A = p/in, so 
that [q,p] = ili'= inop/op. Then by the lemma, 

[q,f(p)] = inof(p)/op. (2.9) 

Lettingf(p) = r i I'P/II, Eq. (2.9) becomes 

(2.10) 

From Eq. (2.10), it follows by a simple standard 
argument that if Iq') is an eigenstate of q so that 
q Iq') = q' Iq'), then r i l'P/1i acts as a displacement 
operator,32 

e-iJJ'P/lIlq') = Iq' + #). (2.11) 

3. APPLICATION OF EQ. (2.1) TO EQUILIB­
RIUM QUANTUM STATISTICS 

Equation (2.1) is well suited for applications to 
equilibrium quantum statistics, where the thermal 
average of any operator Q is given by 

(Q) = Tr [e-PJeQ]/Tr e-PJe. (3.1) 

In Eq. (1), {3 denotes (KT)-l, where K is Boltzmann's 
constant and T is the absolute temperature. We 
assume that Je depends upon n parameters Ai, Je = 
Je(Al' A2 , ••• ,An), and that Q is independent of Ai. 
Then it easily follows that 

o(Q) = _ r
p 
du(eUJe oJe e-IlJeQ) + (3(oJe)(Q) 

OAi Jo OA. OA. 

= _ r
p 
du(eUJeA oJe e-UJeAQ), (3.2) 

Jo OAi 

where AQ E Q - (Q), etc. If we consider the case 
where the Hamiltonian has a perturbation AV added 

31 See, e.g., Louisell, Ref. 3, p. 108, Eqs. (3.34). 
31 See, e.g., Louisell, Ref. 3, Sec. 1.11. 

to an unperturbed part Jeo, so that Je = Jeo + AV, 
then Eq. (3.2) becomes 

o(V) = _ rPdu(euJeA Ve-uJeA V). (3.3) 
0), Jo 

Assuming, for notational convenience, discrete energy 
levels Jet or Je i , one easily obtains 

o(V) = -(Tr e-PJer1 ! I(il AV 1i>12 
0), i,; 

x f: du exp (-{3Jei + uJei - uJej), (3.4) 

which is seen to be nonpositive.33 This result is the 
quantum-statistical analog of the well-known result 
that the second-order perturbation energy of the 
ground state is always negative. The latter result may 
be obtained from Eq. (3.4) as a special case by evalu­
ating the integral in Eq. (3.4) and letting (3 become 
arbitrarily large. 

Another application of Eq. (3.2) is to a system with 
dipole moment M subjected to an applied field E, so 
that it is described by the Hamiltonian 

Je = Jeo - M • E. (3.5) 

The field-dependent isothermal static susceptibility 
tensor X .. p(E) for a sample of unit volume is defined by 

X .. p(E) E o(M .. )/oEp, (3.6) 

where ~, (3 = x, y, or z. It follows from Eqs. (2) and 
(5) that 

X .. P(E) = f: du(euJeAM pe-uJeAM .. ), 

a result given by Kubo for the zero-field case.34 

Before leaving this section, we note that thermo­
dynamic perturbation theory may be conveniently 
based upon Eq. (2.1).35 For lattice-dynamical systems, 
a diagrammatic analysis may be developed which is 
topologically the same as the ones given by Cowley for 
nonequilibrium quantum systems, and by the author 
for classical thermostatic systems.36 

4. THE BAKER-CAMPBELL-HAUSDORFF 
FORNnJLA AND RELATED DJENTnnES 

To derive the BCH formula and for later applica­
tions, we prefer to use the form 

oez/oA = fdXeo;ZZ'(),)e-o;ZeZ (4.1) 

83 C. Kittel, Quantum Theory of Solids (John Wiley & Sons, Inc., 
New York, 1963), p. 127, Problem 2. 

3< Kubo, Ref. 4. Eq. (2.48). 
35 L. D. Landau and E. M. Lifshitz, Statistical Physics (Addison· 

Wesley Publishing Company, Inc., Reading, Massachusetts, 1958), 
Chap. 3, Sec. 32, p. 93. 

38 R. A. Cowley, Advan. Phys. 12,421 (1963); R. M. Wilcox, Phys. 
Rev. 139, AI281 (1965). 
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obtained from Eq. (2.1) by substituting Z == Z(A) for 
-H, 1 for p, and 1 - x for u. We seek to express Z 
as a power series in A such that 

(4.2) 

is identically satisfied. Thus, 
00 00 

Z = !Anzn, Z'(A) =!nAn- 1z n, (4.3) 
n=1 n=1 

where the Zn are to be determined. Note that Z = 0 
when A = 0 as required by Eq. (4.2). Differentiating 
Eq. (4.2) with respect to A and multiplying both sides 
from the right by e-z = e-)"Be-)"A, one obtains 

fdxea:ZZ'(A)e-a:Z = A + e)..ABe-)"A. (4.4) 

The quantity eAA Be-AA is easily expanded by Eq. (2.2) 
in the form 

00 
eAABe-)"A = !Ai(j!rl{A 1, B}, (4.5) 

1=0 

where the repeated commutator bracket is defined 
inductively by37 

{AO, B} = B, {An+l, B} = [A, {An, B}]. (4.6) 

Similarly, since f~ Xi dx = l/(j + 1), Eq. (4.5) implies 
that 

dxea:zZ' e-a:z = ! ' . i l 00 {Zk Z'} 

o k=O (k + I)! 
(4.7) 

Substituting Eqs. (4.3), (4.5), and (4.7) into Eq. (4.4), 
we obtain 

! ! AmZ ! nAn- I Z oo{ 1 (00 )koo } 
k=O (k + I)! m=l m' n=l n 

Equation (12) may be simplified by means of Eqs. 
(4.6), (4.9), and (4.11) to obtain 

Z3 = i\[A, [A, B]] + i'-2[[A, B], B]. (4.13) 

The BCH formula to third order is obtained by 
substituting Eqs. (4.3), (4.9), (4.11), and (4.13) into 
Eq. (4.2) and setting A = 1: 

eAeB = exp {A + B + UA, B] + i\[A, A, B] 

+ i'-2[[A,B],B] + ... }. (4.14) 
The recursion scheme based upon Eq. (4.8) may, in 
principle, be carried out to art)itrarily high order. 
Weiss and Maradudin have manually calculated Z 
out to the fifth order,6 while Richtmyer and Greenspan 
have calculated Z out to the tenth order by computer.38 

The expansion is not unique due to the existence of 
the Jacobi identity 

[[A, B], C] + [[C, A], B] + [[B, C], A] = 0, 

the identity 

[[[A, B], C], D] + [[[B, C], D], A] + [[[C, D], A], B] 

+ [[[D, A], B], C] = [[A, C], [B, D]], 
and others. 

It frequently happens that the commutator of A 
and B commutes with both A and B. In this case, Eq. 
(4.14) reduces to 

eAeB = eA+B+!c = eA+Be!c = etceA+B, (4.15) 

where C == [A, B]. Equation (4.15) has been derived 
in various ways and is frequently employed in physical 
problems. sD Another form of Eq. (4.15), which has 
been used by Moyal and by Sudarshan, is10.40 

(4.16) 

00 Equation (4.16) follows from Eq. (4.15) if one inter-
= A + !Ai(j!rl{Ai, B}. (4.8) changes the order of A and Bin Eq. (4.15), 

1=0 

Since Eq. (8) must be satisfied identically in A, we 
equate coefficients of Ai on the two sides of the equa­
tion. For j = 0, one obtains 

ZI = A + B. 

For j = 1, one obtains 

{ZO, 2Z2} + HZl, ZI} = {A, B} 
or 

Z2 = UA, B]. 

For j = 2, one obtains 

{ZO, 3Zs} + HZl, 2Z2} + HZ2, ZI} 

(4.9) 

(4.10) 

(4.11) 

+ t{Z~, ZI} = HA2
, B}. (4.12) 

87 Note that our convention for the repeated-commutator bracket 
is opposite to that of Weiss and Maradudin, Ref. 6. 

(4.17) 

and then multiplies Eq. (17) by Eq. (15) from the 
right. Another derivation ofEq. (4.16) has been given 
by Sudarshan.40 

To derive the Zassenhaus formula, we set 

eA(A+B) = eAAeABeA'C'eA3c3 . . . (4.18) 

Differentiating both sides of Eq. (4.18) with respect to 
A and multiplying it from the right by 

38 R. D. Richtmyer and S. Greenspan, Commun. Pure Appl. 
Math. 18, 107 (1965); The author is indebted to Dr. Greenspan for a 
private communication. 

S9 A partia11ist of references includes Refs. 3, 8, 9, 10, 18, 19, 48, 
50, 52, and 53. 

40 E. C. G. Sudarshan, in Brandeis Summer Institute Lectures in 
Theoretical Physics (W. A. Benjamin, Inc., New York, 1962), p. 181. 
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one obtains 

A + B = A + eAABe-AA + eAA + eAB(2AC2)e-ABe-AA 
+ eAAeABeA'CS(3A2CS)e-ASCSe-ABe-AA + .... 

(4.19) 
The quantities eAA Be-AA , etc., and again expanded by 
means of Eq. (4.5) so that Eq. (4.19) becomes 

CJ) An CJ) 00 Am+n 
o = L - {An, B} + 2A L L - {Am, Bn, C2} 

n=l n! m=O n=O m! n! 
00 00 00 A k+m+2n 

+ 3A2 L L L {Ak, Bm
, C~, Cs} + .... 

k=O m=O n=O k! m! n! 
(4.20) 

The quantities {An, B} are defined by Eq. (6), while 
the quantities {Am, Bn, C2} are defined inductively as 

{AO, Bn, C2} = {Bn, C2}, (4.21a) 

{Am+!, Bn, C2} = [A, {Am, Bn, C2}]. (4.21b) 

Higher-order repeated-commutator brackets are simi­
larly defined. Clearly the coefficients of Ai must vanish 
in Eq. (20). Settingj = 1, one obtains 

C2 = -![A, B]. (4.22) 

Settingj = 2, one obtains 

0= HA2
, B} + 2{A, BO, C2} + 2{AO, B, C2} 

+ 3{AO, BO, C~, Cs} 

or, upon using Eqs. (4.6), (4.21), and (4.22), 

Cs = ![B, [A, B]] + i[A, [A, B]]. (4.23) 

We note that both the BCH formula and the 
Zassenhaus formula could have been derived a little 
more simply by repeatedly differentiating Eqs. (4.2) 
and (4.18), respectively, and setting A = 0 after each 
differentiation. Although Zn and Cn may be obtained 
in a recursive manner by this procedure, this method 
does not manifestly display the general repeated­
commutator nature of the expansion. This method 
has been used by Huang41 to obtain the first three 
factors in the Zassenhaus formula. Huang has used 
the result to treat quantum deviations from the 
classical limit of the partition function for both a 
Bose-Einstein and a Fermi-Dirac gas. 

5. WEYL'S PRESCRIPTION FOR QUANTIZING 
A CLASSICAL FUNCTION 

Let p, q denote a conjugate pair of canonical vari­
ables of classical mechanics, and let P, Q denote the 
corresponding quantum operators,42 

[Q, P] = iii. (5.1) 

41 K. Huang, Statistical Mechanics (John Wiley & Sons, Inc., 
New York, 1963), p. 217, Eq. (10.60) . 

.. Only in Sec. 5 do small p and q denote classical variables. 

Then, on the basis of group-theoretical considerations, 
Weyl has proposed that the quantum operator 
F(P, Q) corresponding to a given classical function 
f(p, q) be represented by the Fourier integral4S 

F(P, Q) =IL: g(a, T)ei(O"P+TQ) da dT, (5.2) 

where g(a, T) is the Fourier transform of the classical 
function f(p, q). The generalization of the Weyl 
prescription to the case of n independent pairs of 
canonical variables has been considered by Daughaday 
and Nigam (DN).8 In effect, this amounts to inter­
preting the quantities occurring in Eq. (2) as 

P = (Pl ,P2,··· ,Pn), 

a = (aI' a2'···' an), 

da = dal da2·• . dan, 

aP = alPl + a2P2 + ... + auP .. , 

etc. 

By a rather tortuous process, DN obtain the useful 
result that the quantum function F(P, Q) corre­
sponding to the classical function 

f(p, q) = p~pg ... P~P(ql' q2' ... , qn) 

is given by8 

2-(cr+P+· .. +Y)[ . .. [[m P ] P] ... P ] 
T' 1 +cr' 2 +P n +Y' (5.3) 

where [p, Pl]+cr refers to the anticommutator bracket 
repeated ot times. For example, 

[p, Ptl+2 = [pPl + PIP, Pl ]+l 

= ppi + 2PlPPl + pip· 

In DN, Eq. (3) has been used to obtain the quantum 
Hamiltonian for the case of two charged spinless 
particles interacting by retarded fields. We show here 
that Eq. (3) may be derived much more directly with 
the aid of Eq. (4.16) written in the form 

ei(O"P+TQ) = ihO"PeiTQehaP. (5.4) 

Equation (5.4) is valid, since aP and TQ both commute 
with their commutator. The Fourier transform of 
f(p, q), g(a, T), is easily found to be given by 

i cr+P+·· ·+Y15(cr)(al)15(P)(a2)· . ·15(Y)(an)u(T), (5.5) 

where, e.g., 15(cr)(a) denotes the otth derivative of the 
"Dirac 15 function" and U(T) is the Fourier transform 
of p(q). One easily obtains Eq. (5.3) by substituting 

43 H. Weyl, The Theory of Groups and Quantum Mechanics (E. P. 
Dutton & Co., Inc., New York, 1931), p. 274. 
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Eqs. (5.4) and (5.5) into Eq. (5.2), and using the well­
known formula of distribution theory,44 

L: b(lZl(a')f(a') da' = (- )1Zj<lZl(O). 

We state without proof some other interesting 
results involving the Weyl prescription which may be 
dt!rived with the aid of the BCH formula and the 
Fourier integral theorem. 

Theorem (MCCoy9): Let F(P, Q) be the quantum 
operator which corresponds to the classical function 
I(p, q) according to the Weyl prescription, and let 
FQ(P, Q) be the function obtained from F(P, Q) by 
ordering all Q factors to the left of all P factors with 
the aid of Eq. (5.1). Then FQ(P,Q) may be obtained by 
replacing p and q by P and Q with the Q's to the left 
of the P's in all terms of the power-series expansion of 

[exp ( -lili o:;q) ] f(p, q) 

= f( ) _ iii o:r(P, q) 
p, q 2 opoq 

_ (~)2 ~ o~(p, q) + . . .. (5.6) 
2 2! op2oq2 

In DN, Eq. (5.6) is generalized to the case of more 
than one degree of freedom, and is used to derive 
Eq. (5.3). 

Theorem (MoyallO): Let F(P, Q), G(P, Q), and 
C(P, Q) be defined in the Weyl manner in terms of 
the classical functions I(p, q), g(p, q), and c(p, q), 
respectively, and let 

[F(P, Q), G(P, Q)] = C(P, Q). (5.7) 
Then 

c(p, q) = 2i[sin ~(~ ~ - ~ ~)J 
2 Oql OP2 OPl Oq2 

X f(Pl' ql)g(P2, q2), (5.8) 

evaluated at PI = P2 = P and ql = q2 = q. 

In the limit as n ---+ 0, this reduces to the well-known 
relation between the quantum commutator and the 
classical Poisson bracket. This result and the corre­
sponding law for operator multiplication have been 
treated by Mehta45 with the aid of the BCH formula. 
Moyal's result originated in a paper which formulates 
quantum mechanics in terms of phase-space distri­
bution functions, and occurs also in Sudarshan's 
study of the structure of dynamical theories.40 

•• M. s. Lighthill, Introduction to Fourier Analysis and Generalized 
Functions (Cambridge University Press, Cambridge, England, 1959), 
p. 19, Eq. (17). 

•• Mehta, Ref. 10. 

Theorem (WignerlO): Let G(P, Q) be any operator 
defined in the Weyl manner, and let 

(G) == (wi G(P, Q) Iw) (5.9) 

be the expectation value of G in the state Iw). Then 
(Q) may be calculated from the phase-space distri­
bution function I(p, q) by means of 

where 

(G) = II dp dqg(p, q)f(p, q), (5.10) 

f(p, q) == - w*(q - tnT)e-lTPW(q + lnT) dT, 1 I . 
27T 

(5.11) 

with w(q) == (q /w). 

As shown by Moyal,lO this result may be easily 
proved with the aid of Eq s. (2.11), (4.16), and the 
Fourier integral theorem. 

6. LIE ALGEBRAIC SIMILARITY 
TRANSFORMATIONS 

In quantum physics, one frequently encounters sets 
of operators Xl' X 2 , ••• , Xn such that the commu­
tator of any pair is a linear combination of members 
of the set according to the rule 

[Xi' X;] = CmXl + Ci;2Xl + ... + cHnXn. (6.1) 

The X/s are said to be elements of a Lie algebra, 
while the CHk are called the "structure constants" of 
the algebra.46 For our purposes here, we do not require 
any knowledge of this highly abstract and technical 
subject. The "closure property" expressed by Eq. 
(6.1) is sufficient. We seek to perform a similarity 
transformation on X; of the form eZ X;e-z , where Z 
is a given linear combination of the X/s, 

Z == dlXl + d2X2 + ... + dnXn. (6.2) 

Now from Eqs. (6.1), (6.2), and (2.2) it follows that 
eZ X;e-z is also a linear combination of the X/s, 

n 

eZX;e-z = L g;;Xi == g;. X. (6.3) 
i=l 

From the basic property of a similarity transforma­
tion, it then follows that any function of the X/s, 
F == F(Xl' X2 ,···, Xn), is transformed to 

eZFe-z = F(gl· X, g2· X, ... ,gn· X). (6.4) 

Although the gi/S may in principle be determined 
from Eqs. (6.1), (6.2), and (2.2), in practice the infinite 
summation may become very complicated to perform. 
In this case, a better approach is to introduce a 

46 See, e.g., H. J. Lipkin, Lie Groups for Pedestrians, (John Wiley 
& Sons, Inc., New York, 1965), or Jacobson, Ref. 5 . 
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parameter x into the exponentials and determine 
the differential equation which eXz Xie-xZ must 
satisfy. It is seen that this procedure generally leads 
to a coupled set of linear homogeneous first-order 
differential equations which, as is well known, may be 
solved as an eigenvalue problem. 

The lowest-dimensional Lie algebra of physical 
interest is the non-Abelian two-dimensional algebra 
with elements {X, Y} satisfying 

[X, Y] = Y. (6.5) 

This algebra has been treated by Sackll in connection 
with his "Taylor's Theorem for Shift Operators" and 
by Wei and Norman.IS The latter authors have shown 
that this algebra occurs in two master-equation 
problems: (a) a system of simple harmonic oscillators 
with Landau-Teller transition probabilities; (b) the 
deuterium exchange reaction with only nearest­
neighbor transition probabilities. Other realizations 
of this algebra are known in quantum mechanics. The 
set {qlf.l, e-ip.P/h} satisfies Eq. (6.5), as may be seen from 
Eq. (2.10). Some realizations which involve annihila­
tion and creation operators are {-ata, a}, {ata, at}, 
{-yaq, a2}, {yatq, (at )2}, {yaq, q2}, and {-yatq, q2}, 
where a = y(q + iw-Ip), at = y(q - iorlp), y = 
(wI21i)!, and [a, at] = 1. This algebra also occurs as 
a subalgebra of larger Lie algebras. For example, in 
the algebra SUs there are 12 distinct pairs of elements 
which satisfy Eq. (6.5).46 

To illustrate the parameterization method alluded 
to above, let 

Z = aX + f3 Y, (6.6) 

G = aX + bY, (6.7) 

G(x) = exzGe-xz (6.8) 

= a(x)X + b(x)Y. (6.9) 

Then G(x) satisfies the differential equation 

G'(x) = [Z, G(x)], 

subject to the initial condition 

G(O) = G. 

(6.10) 

(6.11) 

Substituting Eqs. (6.6) and (6.9) into Eq. (6.10) and 
using Eq. (6.5), one finds that 

a'(x)X + b'(x) Y = [ocb(x) - f3a(x)] Y. (6.12) 

Since X and Yare independent operators, as is easily 
proved from Eq. (6.5), we must have 

a'(x) = 0, b'(x) = ocb(x) - f3a(x) (6.13) 

subject to the initial condition 

a(O) = a, b(O) = b. (6.14) 

The solution of Eqs. (6.13) and (6.14) is easily found 
to be given by 

a(x) = a, b(x) = f3aloc + (b - f3afoc)ea.x. (6.15) 

From Eqs. (6.6)-(6.9) and (6.15), we then find that 

e"X+PY(aX + bY)e-a.x-PY 

= aX + [f3aoc-1 + (b - f3aoc- l )e"]Y. (6.16) 

Note that it could have been foreseen from Eqs. (2.2) 
and (6.5) that a(x) = a. In future calculations, we 
make such possible simplifications at the outset without 
comment. From Eqs. (6.4) and (6.16), it follows that 

e"X+PYp(X, Y)e-"X-PY 

= P[X + f3oc- l (l - ea.)Y, ea.y]. (6.17) 

Special cases of Eq. (6.17) are47 

ea.Xp(X, Y)e-a.x = P(X, ea.y), (6.18) 

ePYp(X, Y)e-PY = P(X - f3Y, Y). (6.19) 

A frequently occurring three-dimensional Lie 
algebra is spanned by the operators {P, Q, I} with 
the commutation relations 

[P, Q] = cI, [P, I] = [Q, I] = O. (6.20) 

It is exemplified by the coordinate-momentum or 
annihilation-creation operator commutation rules. 
Since all results for this algebra are well known, we 
do not explicitly derive them here. However, all such 
results may be obtained as a special case of the four­
dimensional Lie algebra which we consider next. 

A Lie algebra of interest for harmonic oscillator 
problems is spanned by the operators {P, Q, W == 
p2 + Q2, el} with the commutation relations defined 
by Eq. (6.20) and bylS 

[W, P] = -2eQ, [W, Q] = 2eP, [W, I] = O. 

(6.21) 

A physical realization of this algebra is provided by 
the set {p, wq,p2 + w2q2, -iliwI}. An alternative and 
more convenient set to use is {W, X, Y, sI}, where 

X = Q - iP, Y = Q + iP, 

W = XY - lsI, s = 2ie. (6.22) 

Equations (6.21) and (6.22) imply the commutation 
relations 

[W, X] = -sX, [W, Y] = sY, [X, Y] = sl. (6.23) 

47 Examples of Eqs. (6.18) and (6.19) occur in Louisell, Ref. 3, 
Theorems 9 and 6, respectively. 
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A physical realization of this algebra is provided by 
the set {at a, a, at, I}. Let 

Hence b'(x) = a x b(x) subject to b(O) = b. The 
solution is easily found to be given by 

z = yW + ~X + pY, 

G = g W + dX + r Y, 

(6.24) b(x) = (a· b)a(l - cos ax) 

(6.25) + b cos ax + a x b sin ax, (6.33) 

and let G(x) be defined by Eq. (6.S). Then Eqs. (6.10) 
and (6.11) are again satisfied. Letting 

G(x) = g W + d(x)X + rex) Y + u(x)I, 

one finds the differential equations 

d'(x) = -sy d(x) + s~g, 
r'(x) = syr(x) - spg, 

u'(x) = s~r(x) - sp d(x), 

subject to d(O) = d, reO) = r, and u(O) = O. The 
solution is easily found to be given by 

d(x) = g~y-l + (d _ g~y-l)e-SY", 

rex) = gpy-l + (r _ gpy-l)eSY", 

u(x) = ~y-l(r - gpy-l)(eSY" - 1) 

+ py-l(d _ g~y-l)(e-SY" - 1). (6.26) 

From Eqs. (6.4), (6.S), (6.24), (6.25), and (6.26), one 
finds 

eZF(X, Y)e-Z = F(U, V), (6.27) 
where 

U = e-syX + py-l(e-SY - 1)1, (6.2Sa) 

V = eSYY + ~y-l(eSY - 1)/. (6.2Sb) 

Expressed in terms of Q and P by Eqs. (6.22), one 
finds, with Z = a.P + fJQ + yW, 

eZF(P, Q)e-z = F(R, S), (6.29) 
where 

R = P cos 2ey + Q sin 2ey 

- Vy-l[a.(l - cos 2ey) - fJ sin 2ey], (6.30a) 

S = - P sin 2ey + Q cos 2ey 

- Vy-l[a. sin 2ey + fJ(l - cos 2ey)]. (6.30b) 

Another well-known Lie algebra is that of the 
angular momentum operators (or rotation generators) 
{J,., J'II' J.}, where 

[J,.,J'II] = iJ., [J'II,J.] = iJ,., [1.,J'II] = iJ,.. (6.31) 

(We use units in which Ii = 1.) Let 

b(x) • J == b,.{x)J,. + by{x)J'II + b.(x)Jz 

= e-i,.a·J(b. J)ei(08.J, (6.32) 

where a and b are constant vectors. Then 

b'(x) • J = -i[a. J, b(x) • J] 

= [a x b(x)] • J. 

where a == lal and a = a/a. Hence 

e-ia•J F(J,., J'II ,Jz)e-ia.J = F(J(,., Ky, Kz), (6.34) 
where 

K = a(a • J)(1 - cos a) + J cos a + J x a sin a. 

(6.35) 

Equations (6.34) and (6.35) specify how a general 
operator function of J must transform under an 
arbitrary rotation of the coordinate axes characterized 
by the vector a. An interesting special case is where 
a,. = a and a'll = az = O. Then Eqs. (6.34) and (6.35) 
reduce t048 

exp ( - iaJ,.)F(J,., J'II , Jz) exp (iaJ,.) 

= F(J,., J'II cos a + Jz sin a, Jz cos a - J'II sin a). 

(6.36) 

Another three-dimensional Lie algebra of wide 
interest is the "split three-dimensional simple algebra" 
characterized bylS 

[E, F] = H, [E, H] = 2E, [F, H] = -2F. (6.37) 

A physical realization of the set {E, F, H} is given by 
{iJ_, iJ+, 2Jz}, where J+ and J_ are the angular 
momentum raising and lowering operators, respec­
tively, J+ == J,. + iJ'II' J_ == J,. - iJ'II' These operators 
occur, not only for ordinary spin, but also for isotopic 
spin and for quasi-spin in many-fermion systems.49 

Another guise in which these operators occur is where 

J_ = etb, J+ = bte, Jz = t(btb - ete), (6.3S) 

and b t, e t, b, and e are the creation and annihilation 
operators of a two-dimensional harmonic oscillator, 

[b, btl = [e, et ] = 1, [b, e] = [b, et ] = O. (6.39) 

Another physical realization of the set {E, F, H} iE 
given by {P2/2e, Q2/2e, (QP + PQ)/2e}, where [P, Q] = 
el.1S Let 

Z = a.E + fJF + yH, G = aE + bF + gH, (6.40) 

and let G(x) once more be defined by Eq. (S). Letting 

G(x) = a(x)E + b(x)F + g(x)H, (6.41) 

48 Special cases of Eq. (6.36) are as follows: A. Messiah, Quantum 
Mechanics (John Wiley & Sons, Inc., New York, 1962), Vol. II, p. 
578, Ex. 8; C. P. Slichter, Principles of Magnetic Resonance (Harper 
and Row, Inc., New York, 1963), p. 26, Eq. (13) . 

•• See, e.g., Schwinger, Ref. 17; Heffner and Louisell, Ref. 16; 
Messiah, Ref. 48; Lipkin, Ref. 46. 
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one finds the coupled equations 

a'(x) = -2ya(x) + 2ocg(x), 

b'(x) = 2yb(x) - 2{Jg(x), (6.42) 

g'(x) = -fJa(x) + ocb(x). 

The solution of Eqs. (6.42) subject to a(O) = a, b(O) = 
b, g(O) = g, is found to be given by 

a(x) = (afJ + boc - 2gy)OCp-2 sinh2 px 

+ a cosh 2px + (goc - ay)p-l sinh 2px, 

b(x) = (a{J + boc - 2gy){Jp-2 sinh2 px 

+ b cosh 2px + (by - g{J)p-l sinh 2px, 

Then d == d(x), e == e(x), and 1== I(x) satisfy 

d' = 2eoce - eyd, e' = eye - 2efJd, 

I' = efJe - eEd, 

subject to d(O) = 1, e(O) = 1(0) = O. The solution is 
given by 

d(x) = cosh AX - yd-1 sinh AX, 
e(x) = -2{Jd-1 sinh AX, 
I(x) = -EcA-1 sinh AX 

+ (e/A)2(EY - 2fJfJ)(cosh Ax - 1), (6.50) 
where 

(6.51) 
g(x) = (a{Jy + bocy - 2gOC{J)p-2 sinh2 px 

The expression for e"'z Qe-"'z may be obtained from 
+ g + !(boc - afJ)p-l sinh 2px, Eqs. (6.49) and (6.50) by making the following 

where 

Thus, with Z given by Eq. (40), one finds 

eZf(E, F, H)e-Z = f(J, K, L), 

where J, K, and L are defined as 

J == u(oc, fJ, y)E + {J2wF + v(oc, {J, y)H, 

(6.43) 

K == oc2wE + u(oc, {J, -y)F - v({J, oc, -y)H, 

L == -2v(fJ, oc, y)E + 2v(oc, {J, -y)F 

substitutions: 

P? Q, c~ -e, OC? fJ, fJ? E. 

We conclude this section by considering an infinite­
dimensional Lie algebra. This set, which occurs in the 
work of Kermack and McCrea,19 consists of P and 
all functions of Q, where [P, Q] = el. Clearly this set 
satisfies the closure condition since [P, tp(Q)] = ctp'(Q) 
is in the set. Let tp(Q) and/(Q) be arbitrary functions, 
and let 

+ (1 - 2ocfJw)H, (6.44) (exp {x[ocP + tp(Q))})[{JP + I(Q)] 

w == p-2 sinh2 p, 

u(oc, fJ, y) == cosh 2p + ocfJw - yp-l sinh 2p, 

v(oc, (J, y) == fJyw - !{Jp-l sinh 2p. 

In case y = 0, w, u, and v simplify to 

w = (ocfJ)-l sin2 (oc{J)!, 

u(oc, (J, 0) = cos2 (oc{J)!, 

v(oc, (J, 0) = -!(fJ/oc)! sin 2(oc{J)!. 

Some other special cases, 

(6.45) 

(6.46) 

e'¥.Ef(E, F, H)e-~E = fee, F + ocH + oc2E, H + 2ocE), 

eftFf(E" F, H)e-fJF = feE - {JH + (J2F, F, H - 2{JF), 

eYHf(E, F, H)e-YH = f(e-2rE, e27F, H), (6.47) 

may also be easily obtained directly from the com­
mutator expansion, Eq. (6.22). 

Consider now the six-dimensional Lie algebra whose 
elements are I, P, Q, p2, QP, and Q2, with [p, Q] =el. 
The most general second-degree polynomial in P 
and Q is a linear combination of these elements. Let 

Z = ocP2 + (JQ2 + yQP + tJp + EQ, (6.48) 

x (exp {-x[ocP + tp(Q)]}) == fJP + F(Q, x), (6.52) 

where oc, fJ, and X are parameters. Then F(Q, x) must 
satisfy the differential equation 

of(Q, x)/ox = [ocP + tp(Q), (JP + F(Q, x)] 

= occoF(Q, x)/oQ - (Jetp'(Q), (6.53) 

subject to the condition that F(Q, 0) = I(Q). The 
solution is easily found to be given by 

F(Q, x) = I(Q + occx) - (Joc-1[tp(Q + ocex) - tp(Q)]. 

(6.54) 

Three special cases of interest are obtained by letting 
I(Q), {J, and oc, respectively, go to zero: 

(exp {x[P + tp(Q)]})P(exp {-x[P + tp(Q)]}) 

= P - tp(Q + ex) + tp(Q), (6.55) 

(exp {x[P + tp(Q)]})f(Q)(exp {-x[P + tp(Q)]}) 

= f(Q + ex), (6.56) 

eq>(Q1pe-q>(QI = P - etp'(Q). (6.57) 

7. PRODUCT OF LIE EXPONENTIALS 

and let Let A and B be LCLE's and let eAeB = eZ. Then 
~Pe-zz = d(x)P + e(x)Q + l(x)I. (6.49) from the BCH formula, Eq. (4.14), and the "closure 
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property," Eq. (6.1), it follows that Z is also a LCLE. 
In this section, we determine the form of Z, given 
A and B, for some of the Lie algebras introduced in 
the previous section. We parametrize the problem 
by setting 

(7.1) 

subject to Z(O) = B. Then differentiating Eq. (7.1) 
with respect to A by means ofEq. (4.1) and multiplying 
from the right by e-z = rBr).A., one obtains 

il dxea:zZ'().)e-a:z = A. (7.2) 

We again consider first the non-Abelian two-dimen­
sional Lie algebra of Eq. (6.5), [X, y] = Y. Let A = 
otlX + f3l Y, B = ot2X + f32 Y, and Z()') = otX + f3(A) Y, 
where ot = ot2 + Aotl and f3(0) = f32' From Eq. (6.16), 
the quantity e"'zZ'(A)e-a:z is seen to be given by 

otlX + [f3otlot-l + (f3' - f3otlocl)erta:] Y. 

Then integrating over x in Eq. (7.~) and equating 
coefficients of Y, one finds that f3().) satisfies 

otlf3ot-l + (f3' - otlf3ot-l)ot-l(efZ 
- 1) = f3l' (7.3) 

Defining u == u().) = f3ot-I, Eq. (7.3) becomes 

(f3l - otlu)-V = (e
fZ 

- 1)-1 = e-
fZ
(1 - e-fZr\ (7.4) 

whi<ih may also be written 

Next, consider the four-dimensional Lie algebra 
defined by Eqs. (6.23). Let A = ylW + blX + PlY' 
B = Y2W + b2X + P2Y, and Z(A) = yW + b(A)X + 
peA) Y + a(A)I, where Y = Y2 + AYl, b(O) = b2, p(O) = 
P2, and a(O) = O. Then from Eqs. (7.2) and (6.26) 
one finds, after integrating over x and equating 
coefficients of X, Y, and I, respectively, 

ylby-l + W - ylby-l)( -ys)-\e-Y' - 1) = bl , 

(7. lOa) 

YlPy-l + (p' - YlPy-l)(ysrl(eYS 
- 1) = PI' (7. lOb) 

a' + by-l(p' - YlPy-l)[(ys)-l(eYS - 1) - 1] 

+ Py-lW - ylby-l)[( _ys)-l(e-YS - 1) - 1] = o. 
(7.10c) 

Equations (7.lOa) and (7.lOb) are of the same form 
as Eq. (7.3), so that their solutions may be obtained 
from Eq. (7.6) by appropriate changes of variables: 

b(A) = AblCP( -AYlS, -Y2S) + b2CP(Y~, AYlS), (7.11) 

peA) = ).PlCP(AYlS, Y2S) + P2( -Y2S, -AylS). (7.12) 

From Eqs. (7. lOa), (7.lOb), and (7.1Oc), one finds that 

a'().) = y-l[o(pb)/o). - Plb - blP]. (7.13) 

Equation (7.13) is integrated with the aid ofEqs. (7.11) 
and (7.12) by putting the terms in a form similar to the 

-10[1n (otlU - f3l)]/O). = o[1n (1 - e-fZ)]/o).. (7.5) right side of Eq. (7.5). Setting 

Integrating Eq. (7.5) and solving for f3(A), one obtains 

f3(A) = Af3lCP(Aotl' o(2) + f32CP(-ot2, -AotJ, (7.6) 

where 

cp(x,y) == (1 + x-1y)(e'" - l)(e"*Y - 1)-1. (7.7) 

Hence 

[exp (otlX + f3ly)][exp (ot2X + f32Y)] 

= exp [(otl + o(2)X + f3(1) y], (7.8) 

where f3(I) is obtained by setting A = 1 in Eq. (7.6). 
Some special cases of Eq. (7.8) have been derived 

by Sack by means of his "Taylor's Theorem for Shift 
Operators" 11: 

exp [ot(X + ).Y)] = e"x exp [)'(1 - e-fZ)y] 

= {exp [).(e" - l)Y]}e"x. (7.9) 

Sack has applied Eqs. (7.9) to the last four realizations 
of this algebra listed above Eq. (6.6) in order to obtain 
a formula for the matrix elements of a Gaussian 
potential. 50 

Tl = Pl/Yl' T2 = P2/Y2' #1 = bl/Yl' #2 = b2/Y2' 
(7.14) 

one obtains finally 

a(1) = (Yl + Y2)-lp(1)b(1) - YlTl#l - Y2T2#2 + e, 
(7.15) 

where 

e == 2S-l(Tl - T2)(f1l - #2) sinh (tSYl) 

X sinh (tsY2) csch [tS(Yl + Y2)]' (7.16) 

This result may be stated in terms of the X and Y 
operators as follows: Let [X, Y] = sI. Then the 
equation 

exp [Yl(X + TlI)(Y + #11)] exp [Y2(X + T2/)(Y +#21)] 

= exp [(Yl + Y2)(X + TI)(Y + #1) + 01] (7.17) 

is identical~y satisfied provided e is defined by Eq. 
(7.16), and provided T and # are defined by 

T == Tl"P(Yl' Y2) + T2"P( -Y2, -Yl), (7.18) 

# == #l"P(-Yl, -Y2) + #2"P(Y2, Yl), (7.19) 
60 Sack, Ref. 11. Matrix elements for generalized Gaussian 

potentials and other potentials which may be represented as Fourier where "P(x, y) is defined by 
integrals are obtained in R. M. Wilcox, J. Chern. Phys. 45, 3312 
(1966). "P(X, y) == [esa: - l][es(a:+111 - 1]-1. (7.20) 
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The result may alternatively be stated in terms of 
the P and Q operators: Let [P, Q] = eI. Then the 
equation 

exp {YI[(P + VII)2 + (Q + WI!)2]) 
X exp {Y2[(P + v2I)2 + (Q + w2I)2]) 

= exp {(YI + Y2)[(P + V!)2 + (Q + wI)!] + OI} 

(7.21) 
is identically satisfied provided 

o == e-I[(vi + V2)2 + (WI - W2)2]).(YI' Y2), (7.22) 

v == VIX(YI, Y2) + V2X(Y2, YI) + (W2 - Wl»).(Yl, Y2), 

(7.23) 

W == WIX(Yl, Y2) + W2X(Y2, Yl) + (VI - V2)A(YI, Y2), 
(7.24) 

where 
X(x, y) == sin (ex) cos (ey) csc [e(x + y)], 

).(x, y) == sin (ex) sin (ey) csc [e(x + y)]. 

(7.25) 

(7.26) 

Some special cases of Eqs. (7.17) and (7.21) are of 
interest: 

In [exp (aX + f3Y) exp (yXY)] 

= y[X + f3s(eBY - Irl][y + as(1 - e-SY)-I] 

- !af3s coth (!sy), (7.27) 

In [exp y(Q2 + p2) exp (aP + f3Q)] 
= y{P + !e[a cot (ye) + f3W 

+ y{Q + !e[f3 cot (ye) - aW 
- l(a2 + f32)e cot (ye). (7.28) 

Equation (7.28) with Y = 1 has been obtained by 
Weiss and Maradudin,6 who derive the result directly 
from the BCH formula by a rather intricate summa­
tion procedure. 

As an easy application of Eq. (7.28), we state a 
corollary to Bloch's theorem concerning the charac­
teristic function of a harmonic oscillator in thermal 
equilibrium.12 

Theorem: Let the thermal average be defined by 
Eq. (3.1) with Je = !p2 + !W2q2 and [q,p] = in. Then 

(7.29) 
where 

(l) = W2(q2) = !nw coth (!f3nw). 

By means of Eq. (5.2), this result may be used to 
obtain thermal averages for general observables 
represented in the Weyl manner. 51 Related corollaries 

51 Equation (29) may also be derived easily from the condition 
that both sides satisfy the same first-order differential equation 
with respect to a parameter. Still another derivation of Eq. (29) 
is obtained by first calculating the matrix elements of exp (iap + iTq) 
in the harmonic oscillator representation (as one may do by em­
ploying the method which the author used in Ref. 50 for the case 
where a = 0) and then carrying out the trace sum with the aid of the 
generating function for the Laguerre polynomials. 

to Bloch's theorem have occurred in connection with 
the scattering of x rays or neutrons by molecules or 
harmonic lattices,52 as well as in treatments of the 
coherent states of the radiation fie1d.53 

We conclude this section by treating a special case 
of the infinite-dimensional Lie algebra whose elements 
are P and all functions of Q, where [P, Q] = eI. We 
seek to find a function Z == Z(Q, A) which satisfies 

(7.30) 

where A == P + 'P(Q) and 'P(Q) is an arbitrary given 
function. Then by differentiating Eq. (7.30) with 
respect to A, multiplying both sides from the right by 
e-z = elPe-lA , and applying Eq. (6.55), one finds, 
after some cancellations, that 

oZ/o). = 'P(Q + eA). (7.31) 

Since Z must vanish when). does, 

Z(Q, ).) = Ll dX'P(Q + ex). (7.32) 

From Eqs. (7.32) and (7.30), one obtains 

exp {A[P + 'P(Q)]} = [exp LldX'P(Q + ex)}lP. 

(7.33) 

This result is used in Sec. 10 to obtain a normal­
ordering expansion of Kermack and McCrea, Eqs. 
(10.42). 

s. SOLUTIONS OF dY(t)/dt = A(t)Y(t) 

The operator differential-equation system 

dY(t)/dt = A(t)Y(t), YeO) = I (8.1) 

has been extensively studied by mathematicians 
because of its relevance to the theory of coupled or 
higher-order ordinary differential equations. Some 
examples of this equation which occur in quantum 
physics are the equation of motion for the time­
evolution operator, Eq. (9.3), the Bloch equation, 
-oe-PJe /of3 = Jee-P ,and master or rate equations. 

S.l. Expansions of Magnus and Fer 

Instead of dealing with Eq. (8.1) directly, we intro­
duce the iteration parameter). as 

dYl(t)/dt = )'A(t) Y;.(t), Y;.(O) = I, (8.1;,.) 

and seek to join Yo(t) = I to Yl (t) == yet). To derive 

5. A. C. Zemach and R. J. Glauber, Phys. Rev. 101, 118 (1956); 
Weiss and Maradudin, Ref. 6; A. A. Maradudin, E. W. Montroll, 
and G. H. Weiss, Solid State Phys. Suppl. 3, 239 (1963); N. D. 
Mermin, J. Math. Phys. 7, 1038 (1966). 

58 R. J. Glauber, Phys. Rev. 131, 2766 (1963); Louisell, Ref. 3, 
p.244. 
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the Magnus formula, we assume a solution of the 
form 

Yit) = exp [!leA, t)] == eO., (8.2) 
where 

00 

!leA, t) == 2 An~n(t)· (8.3) 
n=l 

From Eqs. (8.1;), (8.2), and (4.1), it follows that 

fdxe",o.ne-"'o. = AA(t), (8.4) 

where n == o!l(A, t)/ot. Using the commutator expan­
sion and integrating over x, as in Eq. (4.7), and sub­
stituting in Eq. (8.3), one obtains 

{i 1 (iAn~n(t)\' i AmAm(t)} = AA(t). 
k=O (k + I)! n=l } m=l 

(8.5) 

A recursive procedure again results from equating 
coefficients of Ai on the two sides of Eq. (8.5). For 
j = 1, one obtains Al(t) = A(t). Hence, 

~l(t) = SotA(T) dT. (8.6) 

For j = 2 one obtains 

A2(t) + U~l(t), Al(t)] = O. 
Hence, 

(8.7) 

For j = 3 one obtains 

As + H~l' A2] + t[~2' AI] + i[~l' [~l' AI]] = O. 

After carrying out the integration and putting the 
results in "time-ordered" form, one obtains 

~s(t) =.! t dtl t1dt2 t2dtS 
6 Jo Jo Jo 

X {[[AI' A2], As] + [[As, A2], AI]}, (8.8) 

where Al == A(tl), etc. The fourth-order term is 
similarly calculated. We find 

~it) = 1. (tdtl t1dt2 t2dtS (t3dt4 
12 Jo Jo Jo Jo 

X {[[[As, A2], A4], AI] + [[[As, A4], A2], AI] 

+ [[[AI' A2], As], A4] + [[[A4' AI], As], A2]}· 

(8.9) 

The solution of Eqs. (8.1) to fourth order is given by 
Eqs. (8.2), (8.3), and (8.6)-(8.9) with A = 1.54 This 

•• Magnus, Ref. 7, and Weiss and Maradudin, Ref. 6, have carried 
out the calculation to third order. Their third-order terms, though 
not given in such a symmetrical form, may be shown to be equivalent 
to ours. A special case of this formula has also been calculated by 
Kumar, Ref. 14, to third order. 

result is said to be the continuous analog of the BCH 
formula. 

We now derive the Fer formula,ls which may be 
said to be the continuous analog of the Zassenhaus 
formula. Let the solutions of Eqs. (8.1;) be given by 

2 8 
Yit) = eAS1eA S2eA S3 ... , (8.10) 

where Sl == Sl(t), etc. Substituting Eq. (8.10) into 
(8.1 A)' multiplying from the right by 

e-;.8S3e-ABs2e-ASI = [Yit)rl, 

and expanding in terms of repeated commutators as 
in Eq. (4.20), one obtains 

00 An+l 00 00 Am+2n+2 
2 {S~,5't} + 2 2 --­
n=o(n + I)! m=On=O m! (n + I)! 

00 00 00 Am+2n+Sk+S 
x {S;n,S~,S2} + 2 22---­

m=O n=Ok=O m! n! (k + I)! 
x {S;n, S~, S~, Ss} + ... = M(t), (8.11) 

where the repeated commutators are again defined by 
Eqs. (4.21). The recursion scheme based upon Eq. 
(8.11) leads to 

(8.12) 

(8.13) 

(8.14) 

Equations (8.10), (8.12), (8.13), and (8.14), with A = 1, 
give the first three factors in the infinite-product 
solution to Eqs. (8.1). The paper by Fer discusses the 
convergence of the infinite product and derives 
recursion relations, but does not obtain explicit 
expressions for the S/S.lS 

A(t) == e-atbe"t, YA(t) == e-atU(t), (8.15) 

where a and b are independent of t. Then U(t) must 
satisfy 

dU(t)/dt = (a + Ab)U(t), U(O) = I, (8.16) 

which implies that 

(8.17) 

Kumar's expansion for e(~Ab)t as an infinite product 
is given byt4 

(8.18) 

where Y;.(t) is given by Eqs. (8.10), (8.12), (8.13), 
(8.14), ... , and (8.15). An alternative expansion for 
e(a+Ab)t as a product of only two exponentials may 
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be more suitable for some purposes. It is obta.ined 
from the Magnus solution to Eqs. (8.1)) and is given 
by Eqs. (8.18), (8.2), (8.3), (8.6)-(8.9), ... , and (8.15). 
These expansions are more complicated than the 
Zassenhaus expansion, Eq. (4.18), but appear to be 
more useful when )'b is "small" compared with 0. 

They also appear to be more useful for large values 
of t, provided U(t) is unitary. A fuller heuristic com­
parison of the two infinite-product forms for the case 
where t-- 00 has been given by Kumar.14 

8.2. Lie Algebraic Solutions 

We now consider the case where A(t) in Eq. (8.1) 
may be expressed as a LCLE, 

A(t) = 01(t)X1 + 02(t)X2 + ... + an(t)Xn. 

Then if a solution of the form 

For the case where A(t) is given by Eq. (8.21), Eqs. 
(8.19), (8.22), (8.25), (8.26), and (8.27) constitute the 
solution of Eq. (8.1). By means of Eq. (7.9), this 
result may be shown to be equivalent to the product 
form of Wei and Norman, 55 

(8.28) 

A solution may also be obtained for the four­
dimensional harmonic-oscillator algebra ofEqs. (6.23). 
In Eqs. (8.1) and (8.19), let 

A(t) == get) W + d(t)X + ret) Y + u(t)! 

== g(t)[X + w(t)!][ Y + vet)!) + J(t)!, 

(8.29a) 

(8.29b) 

O(t) == yet) W + b(t)X + pet) Y + fl(t)! (8.30a) 

== y(t)[X + w(t)!)[Y + vet)/] + rp(t)l. (8.30b) 

yet) = eQ(t) (8.19) Then proceeding in the same way as before, using 

exists, the repeated-commutator form for 0 and the 
"closure property" of the Lie algebra imply that 
O(t) is also a linear combination of the X/so We will 
find some closed-form solutions for two Lie algebras 
of physical interest by a method similar to those 
employed in previous sections. Our method is also 
basically the same as the method employed by Wei 
and Norman to obtain solutions in the product formlS 

yet) = exp [g1(t)X1] ••• exp [gn(t)Xn] (8.20) 

if one ignores the technical group-theoretical con­
siderations of that treatment. In practice, however, 
the single-exponential solutions are more difficult to 
obtain. 

We again consider first the two-dimensional algebra 
where [X, Y] = Y. In Eqs. (8.1), let 

A(t) == a(t)X + bet) Y, (8.21) 

where aCt) and bet) are arbitrary functions of t, and let 

O(t) == lX(t)X + f3(t) Y (8.22) 

in Eq. (8.19). Substituting Eqs. (8.21) and (8.22) into 
Eq. (8.4) with), = 1, using Eq. (6.16), integrating over 
x, and equating coefficients of X and Y, one obtains 

!X = aCt), !Xu + u(ea - 1) = bet), (8.23) 
where 

u(t) == f3(t)/IX(t). 

Integrating Eqs. (8.23), one obtains 

lX(t) = fa(r) dr, 

(J(t) = [1 - e-a(t)]-llX(t)y(t), 
where 

(8.24) 

(8.25) 

(8.26) 

(8.27) 

either Eqs. (6.26) or Eq. (6.27), one obtains the 
differential equations 

y =g, 

gv + v(l - e-'Y)s-l = d = gv, 

gw + w(e8Y - 1)S-1 = r = gw, 

if; = g(w - w)(v - v) + f(t), 

where y == yet), g == g(t), etc. The solution, subject 
to the conditions yeO) = b(O) = p(O) = fl(O) = 0, is 
given by 

yet) = fg(-r) dT, 

vet) = [eSy(t) - l]-lSIX(t), 

wet) = [1 - e-Sy(t)]-ls{J(t), 

(8.31) 

(8.32) 

(8.33) 

rp(t) = LtdT{g(T) [W(T) - W(T)][V(T) - v(r)] + J(T)}, 

(8.34) 
where 

lX(t) == fd(T)eSY(T) dT, 

(J(t) == fr(T)e-SY(r) dT. 

(8.35) 

(8.36) 

For the case where A(t) is given by Eqs. (8.29), Eqs. 
(8.19) and (8.30)-(8.36) constitute the solution of Eq. 
(8.1). This may be compared with the product form 
of Wei and Norman,55 

Yet) = ey(t)Wea(t)Xe/l(t)Ye1jl(t)I, (8.37) 

55 Wei and Norman, Ref. 15, derive differential equations, but 
do not explicitly give their solution since they are mainly interested 
in determining whether or not solutions exist. 
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where aCt), pet), and yet) are given by Eqs. (8.35), 
(8.36), and (8.31), respectively, and where 

"P(t) == Id'T[u(-r) - slX('T)r(-r)e87
(
Tll· (S.38) 

One may use either of these solutions to solve the 
problem of the driven harmonic oscillator, without 
the necessity of first transforming to the interaction 
representation as is usually done.66 

9. SOLUTIONS OF iltap(t)/at = [Je(t), p(t)] 

Consider the equation for the time evolution of 
the density matrix pet), for a system described by a 
Hamiltonian Je(t),57 

iliop(t)/ot = [Je(t), pet)]. (9.1) 

(Aside from a sign, the same equation of course 
applies to any Heisenberg operator.) In case Je(t) is an 
LCLE and pet) is initially an LCLE, then Eqs. (9.1) 
and (6.1) imply that pet) will remain an LCLE for all 
time. A solution may then be readily obtained, as in 
Sec. 6. However, the condition that an arbitrary 
density matrix be expressible as an LCLE is very 
restrictive, so that not many cases occur in practice. 
A case where an arbitrary density matrix may be 
expressed in terms of an LCLE occurs in the problem 
of a spin -t magnetic moment in a time-varying 
magnetic field.68 

However, as is well known, even if p(O) is not an 
LCLE, a solution of Eq. (9.1) is given by 

pet) = U(t)p(O)ut(t), (9.2) 

where U(t) is a solution of 

ilioU(t)/ot = Je(t)U(t), U(O) = I, (9.3) 

the problem discussed in Sec. 8. 
A case of much interest is where the density matrix 

is initially in thermal equilibrium 59: 

p(O) = e-PJ£(Ol/Tr [e-PJ£(Ol]. (9.4) 

It follows from the basic lemma given at the end of 
Sec. 2 that a solution to Eqs. (9.1) and (9.4) is given by 

pCt) = e-PHw/Tr [e-PJ£(Ol], (9.5) 

where H(t) satisfies 

ilioH(t)/ot == [Je(t), H(t)], H(O) = Je(O). (9.6) 

Since H(t) satisfies the same differential equation as 

61 See, e.g., Louisell, Ref. 3, p. 119, Sec. 3.5. 
57 See, e.g., LouiseIl, Ref. 3, Chap. 6. Other references are given 

there. 
18 See, e.g., F. A. Kaempffer. Concepts in Quantum Mechanics 

(Academic Press Inc., New York. 1965), Sec. 4. 
It This situation has been treated by Kubo, Ref. 4. 

pet), it may appear that nothing has been gained. 
However, it may be easier to apply the boundary 
conditions to H(O) than to p(O). In particular, H(O) == 
Je(O) may be an LCLE although p(O) is not. Consid­
ering the various methods available for handling 
exponential operators, Eqs. (9.5) and (9.6) may also 
be a useful starting point for dealing with practical 
many-body systems for which exact solutions are 
impossible. 

Since Tr pet) = I at all times, as is implied by Eq. 
(9.4), Eq. (9.1), and the cyclic property of the trace, 
Eq. (9.5) may also be written in the form 

pet) == e-PH(tl/Tr [e-PHW]. (9.7) 

Equation (9.7) shows that at all times the system 
behaves as though its temperature remains constant 
with a "canonical distribution" determined by the 
instantaneous value of the fictitious Hamiltonian 
H(t). It may thus be possible to treat nonequilibrium 
situations by the methods of equilibrium statistical 
mechanics. 

A simple illustrative example is the problem of an 
arbitrary spin magnetic moment in an arbitrary time­
varying magnetic field with a Hamiltonian 

Je(t) = yb(t) • J 

== y[h.,(t)J", + h,it)J1I + hit)Jz]. (9.8) 

Then H(t) is of the form 

H(t) = yb(t) • J. (9.9) 

It easily follows from Eqs. (9.6), (9.S), (9.9), and 
(6.31) that the fictitious field bet) precesses about the 
instantaneous direction of h(t) according to the 
equation 

bet) = yb(t) x bet), (9.10) 

with b(O) == b(O). 

10. NORMAL-ORDERING OF OPERATORS 

Normal-ordering techniques are useful for solving 
operator differential equations,So evaluating matrix 
elements,61 and finding the quantum operator corre­
sponding to a given classical operator. We have 
already encountered an example of this last application 
in McCoy's theorem, Eq. (5.6). Using methods and 
formulas of previous sections, we may efficiently derive 
a number of related results. 

The derivations are greatly facilitated with the aid 
of the "normal-ordering operator" oN' defined as 

10 1. L. Anderson, Phys. Rev. 94, 703 (1954); N. N. Bogoliubov 
and D. V. Shirkov, Introduction to the Theory of Quantized Fields 
(Interscience Publishers, Inc., New York, 1959), p. 486; see also 
Louisell, Ref. 3, and Heffner and Louisell. Ref. 16. 

11 O. Wick, Phys. Rev. SO, 268 (1950); Bogoliubov and Shirkov, 
Ref. 60, Sec. 16; LouiseIl, Ref. 3; Wilcox, Ref. 50. 
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follows6S : With [P, Q] = cf, let the function f(P, Q) 
be defined by its formal power-series expansion, 

f(P, Q) == af + bP + dQ + ePQ + gQP + .... 
(10.1) 

Then the linear "superoperator" .N' acting onf(P, Q) 
moves all P's to the right of the Q's as though P and 
Q commute; i.e., 

.N'[f(P, Q)] == af + bP + dQ + (e + g)QP + .... 
(10.2) 

Although other operator expressions may be obtained 
from f(P, Q) by application of the commutation 
relation, we emphasize that their functional forms 
will be different. Thus, even thoughf(P, Q) = g(p, Q) 
in the usual operator sense, it need not follow that 
.N'[f(P, Q)] = .N'[g(P, Q)]. Some useful properties of 
.N' are a direct consequence of its definition. If 
f(P, Q) and g(P, Q) are any two operator functions, 
then 

.N'[f(P, Q)g(P, Q)] = .N'[g(P, Q)f(P, Q)]. (10.3) 

If IP') and IQ') are eigenstates of P and Q, PIP') = 
P' IP') and Q IQ') = Q' IQ'), then 

{.N'[f(P, Q)]} IP') = f(P', Q) IP'), (lO.4a) 

(Q'I {.N'[f(P, Q)]} = (Q'lf(P, Q'*), (lO.4b) 

(Q'I {.N'[f(P, Q)]} IP') = f(P', Q'*)(Q' I P'). (lO.4c) 

Equations (10.4) usually occur in practice for the case 
where P and Q correspond to the annihilation and 
creation operators a and at, respectively, and the 
vacuum state 10) is involved, a 10) = 0 or (01 at = O. 
If thefin Eq. (10.1) also depends upon a parameter 
A, f == f(P, Q, A), then it is apparent that .N' com­
mutes with O/OA since 

.N'[oj(P, Q, A)/OA] 

= .N'[a'f + b'P + d'Q + e'PQ + g'QP + ... ] 
= a' I + b'P + d' Q + (e' + g')QP + ... 
= o{.N'[f(P, Q, A)]}/OA, (10.5) 

where a' == oa(A)/oA, etc. From the definition of the 
derivative with respect to an operator, Eq. (2.0), it 
readily follows that .N' also commutes with %P and 
%Q. 

An important problem of normal-ordering is to 
express the product of two normal-ordered products 
in normal form.S•le 

It Our definition of the "nonnal-ordering operator" is not the 
same as that given by Louisell, Ref. 3, and Heffner and Louisell, 
Ref. 16, but we believe it is more convenient. 

Theorem: Let F(P, Q) and G(P, Q) be in normal 
form: F(P, Q) == .N'[F(P, Q)]; G(P, Q) ;:= .N'[G(P, Q)]. 
Then the normal form of the product is given by 

.N'[F(P + c%Q, Q)G(P, Q)]. (10.6) 

Proof' We prove the result first for the special case 
where F(P, Q) and G(P, Q) have the forms 

F(P, Q) = ewQezP, G(P, Q) = ellQezp . 
Then 

F(P, Q)G(P, Q) = ewQezP e"QezP 

= ellJllCewQe"QezP eZP 

= .N'[eZ"cewQe"QezP eZP] 

= .N'[ewQez(P+c"'e"QeZP] 

= .N'[ewQez(p+c%Q'eIlQeZP] 

= .N'[F(P + e%Q, Q)G(P, Q)] . 

The general case easily follows by the method of 
linear superposition. The theorem may be readily 
generalized to the case of more than one pair of 
conjugate variables . 

As an application of this theorem, consider the case 
where F(P, Q) = pm, G(P, Q) = Qn. Then 

pmQn = .N'[(P + e%Q)mQn] 

=.N'I m! pm-lei o;Qn 

i=Oj! (m - j)! OQi 
m m! n! e;Qn-;pm-J 

= I (10.7) 
J=oj! (m - j)! (n - j)! . 

To show how the theorem may be used for solving 
differential equations, and to compare with the treat­
ment of Heffner and Louisell,l6 we consider their 
example of a spin magnetic moment in a rotating 
magnetic field. The Hamiltonian is then of the forml6 

:re = lliwo(btb - etc) + lliyHl(btee-irot + etbeirot), 

(10.8) 

where the annihilation and creation operators b, bt , 

e, and ct were defined in Eq. (6.39), and Ii, wo, y, H l , 

and ware costants. We assume that the solution of 
the equation 

iliO == ilioU/ot = :reU (10.9) 

is of the formes 

U = .N'{exp [(A - l)b t b + (B - l)ct c 

+ Dbtc + Ectb]), (10.10) 

where .N' orders band c to the right of b t and e t, and 

U For convenience, we define U such that A, B, D, and E corre­
spond to the notation of Ref. 16, but this, of course, is not essential 
for the solution of the problem. 
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the scalar functions A, B, D, and E are to be deter­
mined. It clearly follows that 

0= AbtUb + EctUc + DbtUc + EctUb. (10.11) 

From the above theorem, 2JeU/1i is given by 

X[(wob t + yHleiwtct)(b + %bt)U 

+ (-woct + yH1e-iwtb t)(c + %ct)U]. (10.12) 

Since 

and 
oU/obt = U[(A - l)b + Dc] 

oU/oct = U[(B - l)c + Eb], 

(10.13) 

(10.14) 

it follows from Eqs. (10.9)-(10.14), by equating 
coefficients of btUb, ctUc, btUc, and ctUb, respec­
tively, that 

ioA/ot = fWoA + fyH1e-io>tE, 

ioB/ot = -twoB + tyH1eio>tD, 

ioD/ot = fWoD + fyH1e-iwtB, 

ioE/ot = -twoE + tyH1eiwtA. 

(10.15) 

We refer the reader to Ref. 16 for the solution of these 
equations. Note that the treatment given here avoids 
the necessity of transforming the annihilation­
creation operator space onto a space of commuting 
algebraic variables, and back again. 

We next derive a general result which is primarily 
of interest for cases where P and Q are annihilation 
and creation operators. Let 

ezPe",QPe'llQ = X [exp (fQP + gP + hQ + s1)]. 

(10.16) 

In Eq. (10.16), we regard f, g, h, and s to be scalar 
functions of x which depend parametrically upon 
z and y. Differentiating Eq. (10.16) with respect to 
x and substituting Eq. (10.16) into the result, one 
obtains 

eZPQPe",QPe'UQ = QezPe",QPe'UQ(f'P + h') 

+ ezPe",QPe'llQ(g'P + s'1). (10.17) 

Multiplying Eq. (10.17) from the right by rIlQr",QP X 

r ZP, carrying out the similarity transformations, and 
equating coefficients of QP, P, Q, and I, respectively, 
on the two sides of the equation, one obtains 

j' = e""', 
g' = cze""', 

h' = cyj' = cye""', 

s' = cyg' = c2yze""'. 

(10.18) 

Integrating Eqs. (10.18) subject to the conditions 
j(O) = 0, g(O) = z, h(O) = y, and s(O) = cyz and 

substituting the results into Eq. (10.16), one obtains 

ezPe"'QPellQ = X{exp [c-1(e"'" - l)QP 

+ eC"'(zP + yQ + cyz1)]}. (10.19) 

A special case of interest is obtained by setting z = 0, 
P = a, Q = at, and c = 1 in Eq. (10.19): 

e"'ataellat = exp (ye"'at)X{exp [(e'" - 1)ata]). (10.20) 

By the method of linear superposition on y, it follows 
from Eq. (10.20) that 

e"'otaj(at ) = j(e"'at)X{exp [(e'" - l)ata]). (10.21) 

A special case of Eq. (10.20) or (10.21) has been derived 
in Ref. 3 by a different method: 

e"",ta = X{exp [(e'" -1)ata]) (10.22a) 
<Xl 

=.2 (e'" - lY(r!)-la trar • (10.22b) 
r=O 

This result is also a special case of a theorem due to 
McCoy. [See Eqs. (10.38) and (10.41).] Another result 
given in Ref. 3 is easily obtained from Eq. (10.22b) by 
using the binomial expansion, 

r ( )r-sr' e8'" 
(e'" - 1r =.2 - . , 
. 8=0 s! (r - s)! 

and employing the method of linear superposition 
on x: 

(10.23) 

It is sometimes useful to put expressions in antinormal 
form. Let N be the antinormal-ordering operator 
defined similarly to X except that it puts the a's to 
the left of the at's. Thus the antiequation of (1 0.22a) is 
given by 

e"'ata = e-"'N{exp [(1 - e-"')ata]). (10.24) 

Substituting Eq. (10.24) into Eq. (10.21) and letting 
(1 - r"') = z, one obtains a result derived by 
Schwinger in a different manner17 : 

N[ezata]j(at) = _1_ j(~)x[exp (zata )J. 
l-z 1-z 1-z 

(10.25a) 

Another formula given by Schwinger is similarly 
derived: 

t 
j(a)Nezata = x[exp (~)J-l j(_a ). 

1-z 1-z 1-z 

(10.25b) 

Using these formulas with at = x and a = %x, 
Schwinger has derived some interesting operator 
identities and classical formulas involving cylinder 
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functions and associated Laguerre polynomials. A 
corollary of one of these is the formula 

am(a t)m+r = m! (a ty .N'[L~( -a ta)], (10.26j 

a result which one may also obtain directly from Eq. 
(10.7) by using the definition of the associated 
Laguerre polynomial. 

The next derivation shows how the exponential 
of an arbitrary second-degree polynomial may be put 
into normal form. This result generalizes a theorem of 
McCoy.Is 

Theorem: Let 
(10.27) 

where 

Z == rxJ'2 + PQ2 + yQP + ~p + EQ, (10.28) 

W == AP2 + BQ2 + GQP + DP + EQ + Fl. 

coefficients of p2, QP, Q2, P, Q, and I, respectively, on 
the two sides of Eq. (10.34) leads to the differential 
equations 

ex. = A'd2, y = 2A'de + G'd, 

P = A'e2 + B' + G'e, ~ = 2A'd! + D'd, 

E = 2A'e! + G'f + D'e + E', 

0= A'f2 + eA'de + D'f + F', 

(10.35) 

where d == d(x), e == e(x), and! == lex) are defined by 
Eqs. (6.50). Equations (10.35) simplify to 

A'/ex. = B'/P = d-2, G' = -e-Id-2d', 

D' = p2( 'TG' + 2p,A'), E' = p2(pG' + 2'T B'), 

F' = -!d'd-I + p2(cp - yr5E) + p4'Tp,G' 

-ley + p4(4ex.pcp + y2cp - 8ex.Pyr5E)d-2. 

(10.36) 

(10.29) Integrating Eqs. (10.36) subject to A(O) = ... = 
F(O) = 0 and setting x = 1, one obtains Eqs. (10.30) 
for A == A(1), B == B(1), etc. Q.E.D. Then Eq. (10.27) is identically satisfied provided 

ex.-IA = P-1B = H == (.~ .. l)-l sinh A, 

G = e-1(J-l - 1), 

D = p2( 'TG + 2p,A), 

E = p2(pG + 2'TB), 
(10.30) 

F = -t In J - ley + p2(cp - yr5E) + p4'Tp,G 

+ p4(4IXPcp + y2cp - 8ex.Pyr5E)H, 
where 

J == cosh A - py sinh A, p == A-Ie, 

A = e[y2 - 4ex.P]~, cp == IXE2 + pr52, (10.31) 

'T == yr5 - 2ex.E, p, == yE - 2pr5. 

Proof: Instead of Eq. (10.27), consider 

(10.32) 

where W(O) = O. In Eq. (10.29), W, A, B, G, D, E, and 
F are now considered to be functions of x. Differ­
entiating Eq. (10.32) with respect to x, one obtains 

Zexz = .N'[W'(x)eW(xl] 

= A'exZp 2 + B'Q2eXZ + G'Qexzp 

+ D'exzp + E'Qe xz + F'exz, (10.33) 

where A' == aA/ax, etc. Multiplying Eq. (10.33) from 
the right by e-xz, one obtains 

Z = A'exZp2e-O:Z + (G'Q + D')eXZPe-xz 

+ B'Q2 + E'Q + F'I. (10.34) 

The quantities e"'zPe-xz and 

exZp2e-XZ = [eXZPe-XZ ]2 

are obtained from Eqs. (6.48)-(6.51). Equating 

UsingEq. (2.8), one may verify that both sides ofEq. 
(10.27) satisfy the pair of partial differential equations 

au/ap = 2AUP + GQU + DU, (10.37a) 

aUjaQ = GUP + 2BQU + EU. (10.37b) 

Some special cases of Eqs. (10.27)-(10.31) are of 
interes~. If ~ = E = 0, then D = E = 0 and 

exp (ex.p2 + PQ2 + yQP) 

= [JecTt.N'[exp (Ap2 + BQ2 + GQP)], (10.38) 

where A, B, G, and J are given by Eqs. (10.30) and 
(10.31). This result may be shown to be equivalent to 
McCoy's theorem.ls We note that McCoy gave an 
ingenious derivation based upon a pair of partial 
differential equations like Eqs. (10.37) with D = E = 
O. If we set y = 0 in Eq. (10.28) and define 

S == P + 01, R == Q + aI, y == 2e(ex.p)t, (10.39) 

then 

exp (IXS2 + PR2) 

= (sec y)~.N'{exp [0'-1 tany)(ex.S2 + PR2) 

+ e-l(sec y - I)RS]}. (10.40) 

If we set ex. = P = 0 in Eq. (10.28) and define Sand R 
by Eqs. (10.39), then 

e1RS = .N'{exp [e-1(eC1 - l)RS]}. (10.41) 

Equations (10.40) and (10.41) may also be derived 
from Eq. (10.38) by using the fact that Sand R satisfy 
the same commutation relation as P and Q. 

An expansion of Kermack and McCrea, which 
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provided the starting point for Sach's derivation of. between states (q'l and lq"). Since g(F) has the same 
his "Taylor's theorem for shift operators," 11 is as eigenstates as F, the left-hand side of Eq. (10.45) may 
follows18 : be written 

F[P + tp(Q)] 

= .N'{[exp LB'BdXtp(Q + eX)JF(p)} (10.42a) 

= .N'{exp [tp(Q)%P + letp'(Q)o2jop2 

+ le2tp"(Q)(J3jop3 + .. ·]}F(P). (10.42b) 

For the special case where F(P) = e~P, Eq. (10.42a) 
easily follows from Eq. (7.33), while the general case 
follows by the method of linear superposition. 
Equation (10.42b) followsfromEq. (10.42a) by Taylor­
expanding tp(Q + ex) about x = 0 and carrying out 
the integration over x. 

A result recently obtained by Cohen is readily 
obtained by setting tp(Q) = Q and F(P) = pn in 
Eq. (1O.42b). 

(P + Q)n = .N'[exp (Q%P + leo2/op2)]pn 

=.N' exp ~ I ~----'-""::""-[ (
QO) 00 (lelo2kpnjop2k 
up k-O k! 

= [~] (te)kn! i Q8(Cfpn- 2kjopB
) 

Ie-ok! (n - 2k)!B=O s! 
[in] n-2k (le)~' QBp n- 2k-8 

= I I' . (10.43) 
k=O 8=0 k! s! (n - 2k - s)! 

Equation (10.43) may be easily shown to be equivalent 
to Cohen's result which he obtained as an application 
of his "Expansion Theorem for Functions of Opera­
tors."20 In contrast to the normal-ordering theorems 
considered above, this theorem requires for its ap­
plication that one knows the solution to an eigenvalue 
problem. A slightly more general statement of Cohen's 
theorem and a briefer proof of it follow. 

Theorem: Let F(q,p) be a Hermitian operator 
function of q and p, with [q,p] = iii, which satisfies 
the eigenvalue equation 

F Ik) = OCk Ik). (10.44) 

Then any operator function g(F) may be represented 
by 

g(F) = ~og(OC/c)-'Pk(q) L: '1': (q + O)eiIJ'P/
li 

dO, (10.45) 

where V'1«q') == (q' I k). If the eigenvalue spectrum of 
F is continuous, the summation is to be replaced by 
an integration. 

Proof: Equation (10.45) may be verified by showing 
that the matrix elements of both sides are the same 

00 

g(F) = Ig(OC1<) /k)(k/. (10.46) 
k=O 

Hence 
00 

(q'l g(F) /q") = Ig(OC1<)V'1«q')V':(q"). (10.47) 
1<=0 

The corresponding matrix element of the right-hand 
side of Eq. (10.45) is given by 

k!g(ock)V'iq') L: V':(q'+ O)(q' I ei9p/1IIq") dO. (10.48) 

From Eq. (2.11), we have 

(q'/ ei9P/1I /q") = (q' I q" - 0) 

= b(q' - q" + 0). (10.49) 

Substituting Eq. (10.49) into Eq. (10.48), one obtains 
Eq. (10.47). Q.E.D. 

11. HIGHER DERIVATIVES 

Higher derivatives of exponential operators may be 
obtained straightforwardly by repeated application of 
Eq. (2.1). The results obtained, however, are notin the 
most concise and symmetrical form possible. Although 
they may be put into a symmetrical "time-ordered" 
form by a change of integration variables, we prefer 
to proceed in a different manner which makes use 
of an integral representation due to Poincare21 : 

f(H) = (21Ti)-li f(z)(zI - H)-l dz. (11.1) 

In Eq. (1Ll), it is assumed that the contour of inte­
gration encloses a region of the complex z plane where 
all the eigenvalues of H lie and throughout which 
fez) is analytic. Equation (1Ll) may be verified by 
taking matrix elements of both sides in a representa­
tion in which H is diagonal, and employing the 
Cauchy integral formula. For convenience, we assume 
that H is a positive-definite Hermitian operator with 
a discrete eigenvalue spectrum although the results 
obtained are often valid under less restrictive condi­
tions. 

We consider first the case where fez) = r fJ ., and 
rotate 90° to the x plane defined by x == iz. From 
Eq. (1Ll), it then follows that 

E(f3) == (21Ti)_1 L: eifJ"'(x - iHrl dx (11.2a) 

= {e-fJH
, f3 > 0, 

(11.2b) 
0, f3 < O. 
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The cases {J > 0 and (J < 0, respectively, are obtained 
by choosing the contours of integration to be infinite 
semicircles in the upper- and lower-half x plane. 
For the special case where H == H(;") is of the form 
H = :Ie + ;" V, one finds that the nth derivative of 
E({J) with respect to ;", onE({J)/o;"n == E(n)({J), is given 
by 

~ dxei/l"'(x- iH)-l[V(X - ih)-l]n. (11.3) 
, ·n Jex) 

217i -ex) 
Equation (11.3) follows directly from Eq. (11.2a) by 
using the formula for the derivative of the inverse, 

o[(x - iH)-l]/O;" = i(x - iH)-lV(X - iH)-l. 

A recursive formula for E(n)({J) which shows its "time­
ordered" form is given by 

E(n)({J) = -nf:dUE({J - u)VE(n-1)(u). (11.4) 

Equation (11.4) follows from Eq. (11.3) by writing it 
in the form 

-ex) 

(11.5) 

In the integrations over x and y, we have used Eqs. 
(11.2) and (11.3), respectively. Equation (11.5) is the 
same as Eq. (11.4), since E({J - u) = 0 if u > (J, and 
E(n-l)(u) = 0 if u < O. For the case where n = 1, 
since E(O)(u) == E(u) = e-"H, Eq. (11.4) constitutes 
another derivation of Eq. (2.1). An equation like 
Eq. (11.4) has been derived by Kumar in a different 
manner, while the derivatives of the exponential 
evaluated at ;" = 0 occur in a well-known expansion 
of eJe+AV• Of course, higher derivatives may also 
be calculated from Eqs. (11.2) in the same manner 
when H do~s not just depend linearly upon ;", but the 
results will be more complicated. For example, the 
second derivative, E"({J) = 02e-flH /0;"2, is then given 
bye4 

E"({J) = - f: duE({J - u)H"E(u) 

+ 2 f: du !o"dVE({J - u)H'E(u - v)H'E(v), 

(11.6) 
where H' == oHio;" and H" == 02H/o;"2. 

" An equivalent formula given by Snider, Ref. 23, Eq. (B7), is not 
as concise and symmetrical. 

The Poincare formula may also be used to efficiently 
obtain results of the type derived by Aizu for general 
operator functions. 2 A formula from which a number 
of sum rules can be derived is obtained by considering 
H to be a function of two parameters, ;" and p, and 
taking matrix elements of o2j(H)/o;"op. Then from 
Eq. (11.1), one obtains 

o":f(H) 
(m/--/r) = (m/ AAI' + AI'A + BAI' /r), (11.7) 

o;'op 
where 

oH oH 
(m/ AAI' /r) == ! (m/- /n)(n/- /r)Smnr (11.8) 

n 0;" op 
and 

02H 
(m/ BAI' /r) == (m/ o;'op /r)Tmr · (11.9) 

In Eqs. (11.8) and (11.9), Smnr and T mr are defined by 

Smnr == ~ i fez) dz , (11.10) 
217i c (z - Hm)(z - Hn)(z - Hr) 

Tmr == _1 i fez) dz . (11.11) 
217i c (z - Hm)(z - Hr) 

Performing the contour integrations, one obtains 

T. - Il f'(H) + f(H m) - f(Hr) (1112) 
mr - mr m Pmr H _ H . 

m r 
and 

Smnr = Illmnllnr/"(Hm) + Umnr + Urmn + Unrm , 

where' 

Ilmn == 1 - Pmn == (
I, 

0, 

U = PmnPnrPrmf(Hm) 
mnr - (Hm - Hn)(Hm - Hr) 

(11.13) 

(11.14) 

+ Il [f(Hr) - f(Hm) _ f'(Hm)~. 
mnPnr (H _ H )2 H - H 

r m r 
(11.15) 

Equations (11.7}-(11.9) and (11.12H) 1.15) may be 
shown to be equivalent to [25] of Aizu.2 

It is straightforward to obtain matrix elements of 
higher derivatives by the same method, but the results 
obtained are complicated. If one specializes the 
results so obtained to the case where I(H) = 

1(:Ie + ;"V) = exp (:Ie + ;'V) and compares with the 
matrix elements of Eq. (11.4), one finds that the latter 
results do not immediately have such a simple form. 
Comparison of the two forms reveals the existence of 
the curious identity 

N N 
! II (Xi - Xk)-l = 0, 
i-O k=l 

k¢i 

(11.16) 
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where the variables Xl, X2"", XN, stand for H m , 

H .. , HI, etc., and it is assumed that no two are equal. 
Equation (11.6) may also be derived from the Lagran­
gian interpolation formula.65 

Poincare's formula is also well suited to derive [27] 
and [28] of Aizu, which depend upon the cyclic prop­
erty of the trace. We indicate the proof for [27]. 

Theorem2: 

Tr [P(H) af(H) ag(H)] = Tr [P(H) ag(H) af(H)] , 
aA aft aA aft 

where p, f, and g are arbitrary functions. 

"The author is indebted to Dr. P. F. Wacker for suggesting to 
binI that this might be the case. 

Proof: 

Tr [P(R) af(H) Og(H)] =" ~ r fez) dz r g(w) dw 
aA aft (277") Jc J. 

x Tr [P(H)(Z _ H)-I aH 
OA 

x (z - Hr-\w - H)-l ~: (w - H)-I} 

Since (z - H)-I, (w - H)-I, and p(H) commute, z and 
w can effectively be interchanged in the trace, so that 
the theorem follows. 

ACKNOWLEDGMENT 

The author wishes to thank Dr. J. H. Shirley for 
checking many of the results. 


	JMP, Volume 08, Issue 04, Page 0667
	JMP, Volume 08, Issue 04, Page 0675
	JMP, Volume 08, Issue 04, Page 0685
	JMP, Volume 08, Issue 04, Page 0687
	JMP, Volume 08, Issue 04, Page 0691
	JMP, Volume 08, Issue 04, Page 0701
	JMP, Volume 08, Issue 04, Page 0708
	JMP, Volume 08, Issue 04, Page 0714
	JMP, Volume 08, Issue 04, Page 0716
	JMP, Volume 08, Issue 04, Page 0730
	JMP, Volume 08, Issue 04, Page 0741
	JMP, Volume 08, Issue 04, Page 0750
	JMP, Volume 08, Issue 04, Page 0768
	JMP, Volume 08, Issue 04, Page 0775
	JMP, Volume 08, Issue 04, Page 0782
	JMP, Volume 08, Issue 04, Page 0787
	JMP, Volume 08, Issue 04, Page 0791
	JMP, Volume 08, Issue 04, Page 0798
	JMP, Volume 08, Issue 04, Page 0809
	JMP, Volume 08, Issue 04, Page 0813
	JMP, Volume 08, Issue 04, Page 0816
	JMP, Volume 08, Issue 04, Page 0821
	JMP, Volume 08, Issue 04, Page 0823
	JMP, Volume 08, Issue 04, Page 0827
	JMP, Volume 08, Issue 04, Page 0829
	JMP, Volume 08, Issue 04, Page 0837
	JMP, Volume 08, Issue 04, Page 0851
	JMP, Volume 08, Issue 04, Page 0857
	JMP, Volume 08, Issue 04, Page 0864
	JMP, Volume 08, Issue 04, Page 0870
	JMP, Volume 08, Issue 04, Page 0873
	JMP, Volume 08, Issue 04, Page 0878
	JMP, Volume 08, Issue 04, Page 0884
	JMP, Volume 08, Issue 04, Page 0888
	JMP, Volume 08, Issue 04, Page 0896
	JMP, Volume 08, Issue 04, Page 0905
	JMP, Volume 08, Issue 04, Page 0919
	JMP, Volume 08, Issue 04, Page 0920
	JMP, Volume 08, Issue 04, Page 0926
	JMP, Volume 08, Issue 04, Page 0927
	JMP, Volume 08, Issue 04, Page 0938
	JMP, Volume 08, Issue 04, Page 0942
	JMP, Volume 08, Issue 04, Page 0953
	JMP, Volume 08, Issue 04, Page 0955
	JMP, Volume 08, Issue 04, Page 0962

